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Introduction

B Performance
Tuning the Old-
Fashioned Way

B Performance
Tuning the Robot
Autotune Way

Welcome to Robot Autotune, a software package for your IBM® eServer™
iSeries™ that automates performance tuning. When implemented properly,
following this User Guide, Robot Autotune helps users get the system
resources they need, when they need them. Users are happy because they
enjoy consistently good response time.

Why should you automate performance tuning? Because performance
tuning the old-fashioned way is too labor-intensive.

If you have tried to do performance tuning on your own, you are already
familiar with the following steps:

1. You read information about performance tuning.
2. You attend seminars about performance tuning.

3. You print boxes of paper to capture iSeries performance statistics so
you can set pool sizes and activity levels.

4. You enter the commands to set pool sizes and activity levels.
RESULT: Your iSeries works great for about 45 minutes of the day. The
rest of the day you still have dissatisfied users. Two months later, you go
back to step one and start over.

To get out of this cycle, you need Robot Autotune.

1. Install Robot Autotune using the Installation Instructions.

2. Enter your performance factors using this User Guide.

RESULT: Your iSeries works great all day, every day! Your users think

you are a genius. You and your staff never worry, think, or talk about
performance tuning ever again.
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Introduction

B How Does Robot
Autotune Work?

B Special
Performance
Enhancement
Options

B Jobs and Threads

Robot Autotune functions at the operating system level, making it fast and
efficient. Our tests show that Robot Autotune uses only 15 seconds of
CPU time per hour to tune the iSeries automatically. Robot Autotune takes
performance readings at any interval you choose, and adjusts memory
pool sizes and activity levels automatically to improve performance based
on the system load and the priorities you set. If a pool is not using
memory, the memory is moved to a pool where it’s needed.

Robot Autotune invented a breakthrough technique of isolating batch jobs
in their own dynamic pools as they are submitted. When the job is
finished, the pool is removed. These dynamic pools reduce the impact that
batch jobs have on interactive users, while maximizing iSeries memory
use.

As part of its dynamic pool process, Robot Autotune lets you manage job
queues. Robot Autotune assigns job queues to a rotation group and
allocates dynamic pools in rotation, so that each job queue gets an equal
chance to execute. As jobs are started, ended, or placed on a job queue,
Robot Autotune determines the number of available dynamic pools and
allocates them to the job queues. As each job completes, a job in the next
job queue in the rotation is eligible for processing, so jobs in lower-
priority job queues get a chance to process.

Robot Autotune performs interactive job tuning by monitoring interactive
jobs to see if a user is running a batch job interactively. When Robot
Autotune finds such a job, it converts it to a “batch job” for the duration
of the batch work by reducing the job’s run priority and modifying its
time slice. This decreases the impact of interactive batch jobs on other
users’ work.

Robot Autotune also manages batch (or server) jobs. It monitors their
CPU usage and adjusts their run priority and time slice so they don’t
interfere with other users.

Robot Autotune works with both jobs and threads on the iSeries to tune
memory and maximize performance.

* AniSeries job is a process containing one or more threads, including
an initial thread that is started when the job starts. Each thread has an
identifier that is unique in the job to which the thread belongs. Job
information is used for both the work entries and the maximum active
counts associated with a subsystem.
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Introduction

B Dynamically
Tunes LPAR
Systems

» A thread, shorthand for thread of control, is an independent unit of
execution within a program (all programs have at least one thread). A
thread shares many of the resources assigned to the job, and
can work in parallel with other threads to handle multiple requests
simultaneously. Storage pool activity applies to threads rather than
jobs, so Robot Autotune uses thread information to determine pool
activity levels.

In a partitioned (LPAR) iSeries system, Robot Autotune tunes main
storage (memory) based on the amount allocated to the partition and your
specifications. After each dynamic memory adjustment to the base pool
(*BASE), Robot Autotune allocates the available memory throughout the
partition for maximum performance and efficiency.

If you don’t want to worry, think, or talk about performance tuning ever
again, put Robot Autotune to work on your iSeries today. Your users will
be grateful.
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Get

ting Started

Starting Automatic Setup

After you install Robot Autotune, it determines automatically the number of workstations, printers, and
batch jobs, if any, in each subsystem or shared pool. You will need to check this information and possibly
make some changes.

Important
After you install Robot Autotune, you must customize your system’s performance factors (explained on the

following pages) to provide the system information Robot Autotune needs to function well. At a minimum,
you must have (or set up) one pool for your workstations and another pool for your printers. If you are new
to the iSeries, or aren’t sure how to perform these steps, read the section “Getting Your iSeries Into Tunable
Condition,” later in this User Guide, before continuing.

( atn Auto Tune Pool Tuning Menu 15:81:15 )
RATHEA MICKEY
Setup and Control: 1 Enter the standard pool performance factors
2. Enter the dynamic pool performance factors
3. Control Ualues Menu
4 Automatic setup of performance foctors
Operation: 5. Start the monitor
6. Cancel the monitor
7. Display the monitor status *|HACT UE*
d. Reset subsystems to original values
Analysis: 9. Uork with System Status (URKSYSSTS)
18, MUork with RActive Jobs (WRKACTJOB)
11, HAuto Tune Reporting Menu
12, MUork with Shared Pools (URKSHRPOOL)
Selection or command
===3 ]
Fi=Exit Fd=Prompt Fo=D5PN56 F9=Retrieve Fi12=PFrevious
Helcome to Auto Tume!
. J
( ATHENU fluto Tune Warning 1M:11:20 )
MICKEY
Do not expect to install Auto Tune using the defaults and
obtain acceptable results.  You must tailor the Performance
Factors to your system
Flease read the manual or help text for assistance in
setting the Performance Factors
. J
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After installing Robot Autotune,
enter the following command to display
the Auto Tune Menu:

ATLIB/ATM

When the Auto Tune Menu first appears,
the monitor status shown next to option
7 reads *INACTIVE*.

Enter a 1 on the command line to access
automatic setup. The first time you
select option 1, it takes you to the Auto
Tune Automatic Setup panel. To return
to this panel later, select option 4.
Caution:

If you use option 4, it overrides any of
the standard pool performance factors
you set using option 1.

Before the Automatic Setup panel
displays for the first time, Robot
Autotune displays a warning panel. This
panel notifies you that Robot Autotune's
automatic setup will probably not
produce optimum performance for your
system—you will need to fine tune the
settings.

Press Enter to continue.



Getting Started

Reviewing Automatic Setup Values

When you initially started Automatic Setup, Robot Autotune located all active subsystem descriptions with
defined pool IDs (both private and shared) on your iSeries. They are all listed on the Auto Tune Automatic

Setup panel, displayed below.

In addition, Robot Autotune determined the number of threads within each active subsystem for each type
of job: interactive (INT), printer (WTR), and batch (BCH, BCJ, ASJ, PJ, and all others). During Automatic
Setup, Robot Autotune filled in the Automatic Setup panel using these values (see below).

Note: If you executed Automatic Setup for the first time when some of your subsystems were inactive and/
or your system activity wasn’t at a typical processing level, the number of threads counted may have given
Robot Autotune an inaccurate representation of your system’s tuning needs. Access Automatic Setup using
option 4 and press F10 with all subsystems active, during a period of normal system processing activity, if
you want Robot Autotune to recalculate the number of threads used by your system.

Note: There must be one value for each subsystem or pool ID or you cannot exit from the panel. The value
must be in the Workstations, Printers, or Batch Jobs field. If the fields are blank for a subsystem because the
pool was not active, enter a value in one of the fields. You can adjust the value later, if necessary.

AT148 Auto Tune Automatic Setup AG: 58: 39

Type options, press Enter.
1=0isplay pool sharing

*BASE

Doy environment MICKEY

Humber of + Compiles? Backup?
Opt Subsystem and Pool Id Workstat ions Printers GBatch Jobs Y, H) Y, H)

2

CUSTOMERS 0GPL

3

FAYROLL QGPL

2

*|[HTERACT

*SPO0L

*SHRFOOLA

*SHRFOOLZ

*SHRFOOL3

IZlIzI=I=I=I=I= I
IZlIzI=I=I=I=I= I

F3=Exit F7=HRKSYSNS F9=Subsystem |ibrafy search list F1B=Count jobs

F15=Hight enuironmery

Press F10 to recalculate the number of threads

Each subsystem or pool ID must have a
value on the Workstations, Printers, or
Batch Jobs field. Enter a value if these
fields are blank.

(not jobs) being used by your system. Note: If
you press Enter, previously calculated standard
pool performance values are overwritten with
newly calculated values.
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Getting Started

Reviewing Automatic Setup Values

The information below describes a typical iSeries setup of subsystem pools. Use this information to gain a
better understanding of how to review the automatic setup values on the Auto Tune Automatic Setup panel.

Robot Autotune lists all the

active and nonactive S

subsystems it found that Many iSeries sites use Many iSeries sites make

have either user-defined QINTER or *INTERACT as QSPL or *SPOOL their primary

or shared pools. their primary subsystem for subsystem for printers.
workstations.

Auto\ Tune Automaotic Setup Ad: 58 59
Oay environment MICKEY
Type gptions,\ press Enter.

Humber of + Compiles? Backup?
Opt Supsystem argd Fool Id Horkstations Printers Botch Jobs Y, H) Y, HY

14 2

CUSTOMERS QGPL
FRYROLL QGPL
* |HTERACT
*5PO0L
*SHRPOOL1
*SHRPOOLZ
*SHRPOOL3

ZIZzizI=zI=I= 1= =
IZIzi=zi=zI= == <

=lJRKSYSS5TS  F3=5Subsystem |ibrary search list F1B=Count joks
/ environment

This field lists the Subsystem Pool

Identification numbers (NOT the Many iSeries sites make QBATCH the

primary subsystem for batch jobs.

same as system pool numbers).
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Getting Started

With a better understanding of the Auto Tune Automatic Setup panel, you are ready to review the automatic
setup values.

Reviewing Automatic Setup Values

1. Review the number of job threads in the subsystem or pool for workstations, printers, and batch jobs.

2. Check the results of the Automatic Setup by entering the following commands: WRKACTJOB and
WRKSYSSTS. These commands will give you an idea of the accuracy of the automatic setup values.
If the values are not accurate, press F10 to recalculate the number of threads used by your system.

Review the total number of workstation job threads Review the total number of printer threads
(type INT) operating in each subsystem. This entry (type WTR) operating in each system pool.
indicates there are 15 interactive (INT) threads This entry indicates there are 5 printer

active in the *INTERACT pool. (WTR) threads active in the *SPOOL pool.

Auto Tume Automotic Setup AG: 5@: 59
ODay environment MiCKEY
Type options, press %
1=0isplay pool sharigg
Humber of + Compiles? Backup?
Opt Subsystem and Pool Id Horkstations FPrinters Batgh Jobs Y, H) (Y, H)

*BASE 2
CUSTOMERS  QGPL 3
FRYROLL NGPL
*|HTERACT
*5PO0L
*SHRPOOL 1
*SHRPOOLZ
*SHRPOOL3

¥
H
H
H
H
H
H
H

ZIZzIzI=I=I=I= <

F3i=Exit F7=WRKSYS5TS F9=Subsystem |ibrgry search list F18=Count jobs
F153=Hight enuironment

Review the total number of batch job threads that are active in
each system pool (this covers all other types—BCH, BCJ, ASJ,
PJ, and so forth.) This entry indicates there is 1 batch thread
active in the *SHRPOOL3 pool.
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Getting Started

Reviewing Automatic Setup Values

3. Indicate whether programs will be compiled, or disk backup jobs will be run, in each system pool.

4. If you’re confident the automatic setup values are accurate and there is one value for each subsystem
or shared pool, press Enter. Robot Autotune records the information and calculates performance
factors and control values for each system pool based on this information. If you have a different night
environment, press F15 to display the data and repeat these steps.

Enter a Y (Yes) if you

plan to compile programs Enter a Y (Yes) if you

in the subsystem. plan to run backups in the
subsystem.

AT148 Auto Tune Automat)
Oay environment
Type options, press Enter.
1=0isplay pool sharing
Humber of
Opt Subsystem and Pool Id  Horkstations Printers Batch

*BASE 16
CUSTOMERS  QGPL
FRYROLL NGPL
*|[HTERACT 15
*5PO0L

*SHRPOOL1

*SHRPOOLZ2

*SHRPOOLS

ZIzizizl=I= = <
IZIzI=I=I=I=I= I

F3i=Exit F7=HRKSYS5TS F9=Subsystem |ibraory search list Fl18=Count jobs
F15=Hight enuironment
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Getting Started

Starting Robot Autotune

When it is finished calculating your system values, Robot Autotune displays these values on the Auto Tune
Performance Factors - Standard Pools panel. The system values default to static values. You can enter
percentage values, which may be more appropriate for LPAR systems, if you choose. You can start using
these values to see how they work for your system. At any time you can return to this panel and change the
performance factors and activity levels, even while Robot Autotune is running. Any changes you make are
implemented with each Robot Autotune cycle, you do not need to stop and start Robot Autotune, or your
system.

(ﬂT|2B Auto Tune Performance Factors — Standard Pools 10:87: 44 ) 1- Press F3 to retum to the Auto Tune
Day environment MICKEY
Type options, press Enter. Menu.
1=Display peol sharing 2=Change Defined Size
+===== Pool Sizes ======= + # fetivity Level + IlIlI)()]'tflllt:
Hork Minimum MNaximum Shift Minimum
Opt Subsystem and Pool Id Type Size Size Amt PF Level PF Remember that you can ﬁne tune the
*HCH i 28 51 1 8 1 -f h b 'f .
_ #BASE c 15 *AVAIL . _ 1 5 5 3 values you SpeCI y cre y SpeCI ylng
CUSTOMERS  QGPL 2 B 1 1M _ 1 5 1 18 . . .
PAYROLL  OGPL 2 8 1 2 1 5 1 18 either static or percentage adjustments
_  *INTERACT 1 1 *AURAIL  __ 1 _6 2 6 .
- *sPooL o1 2 6K 4 ! 18 (see the note) of memory for pool size
_  *SHRPODOL1 B 1 2 _ 1 5 1 18
- SHAPOOLZ g 1 $ 13 —1 18+ factors. See the Setup and Control
PE = Porformance Facter section for more information.
F3zExit F7=URKSYSSTS FB8zDyn pools F9=zSubsystem library search list Note: Percentage values are more
F15=Night environment .
appropriate for LPAR systems where
\, J .
memory changes dynamically.
( ATH Auto Tune Pool Tuning Nenu 153:58: 48 w 2' Enter a 5 on the Command llne tO Start
RATNER MICKEY

Robot Autotune.
Enter the standard pool performance factors

1

2. Enter the dynamic pool performance factors

3. Control Ualues Menu As Robot Autotune starts, the status
4

Automatic setup of performance foctors

Setup and Control:

shown next to option 7 changes from

Operation: 5. Start the monitor
6. Cancel the monitor *INACTIVE to *ACTIVE*
7. Display the monitor status *ACT IUE* :
. FReset subsystems to original values

Analysis: 9. MHork with System Status (WRKSYSSTS)

18. MWork with Active Jobs (MRKACTJOB)
11, Auto Tune Reporting Menu
12, MHerk with Shared Poals (URKSHRPOOL)

Selection or command
===>» 5

F3i=Exit F4=Prompt Fo=D5PHS6 F9=Retrieve F12=Previous
Helcome to Auto Tune!
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Getting Started

Running Robot Autotune

Let Robot Autotune run for a day to determine whether you and your users are satisfied with your
performance results. If not, adjust the performance factors and control values as described later in this User
Guide. Soon Robot Autotune will be fully customized to your system and you won’t have to worry about

performance tuning.

Note: If you add memory to your system, you may need to change your performance factors, control values,
or system values. See the Performance Refinement Guide, later in this User Guide, for more information.

( Hork with System Status nARTY )
BEA11/798  11:37: 48
& CPU wsed . . . . . . . 2.1 Auxiliary storage:
Elapsed time . . . . . . AA:@1:25 System ASP . . . . . . 16.77 G
Jobs in system . . . . . Al % system ASP used TH. Bgar
% nddresses used: Total . . . . . . 16.77 G
Fermanent . . . . . . : BET Current unprotect used : 496 M
Temporary . . . . . . BEG Maximum unprotect 696 M
Type changes (if alloved), press Enter.
System Fool Reserved Hax ————- Dg----- --= Hon-DB---
Pooi  Size {K) 5ize (KJ fictive Fouit Poges Fault FPages
1 240688 19954 4444+ ] .8 3.9 4.3
2 26888 5} 23 ] .8 A .a
3 13228 5} 2 ] .8 ] N
4 2852 5} 1 ] .8 A .a
5 256 5} 1 ] .8 A .a
Bottom
Command
===}
Fi=Exit  F4=Prompt Fi=Refresh  F9=Retrieve FlO=Restart
F11=Display transition dota  F12=Cancel  F24=Hore keys
\. J
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To watch Robot Autotune work, enter the
command WRKSYSSTS on a command
line. Or, if you are at the Auto Tune
Menu, enter option 9.

Press FS5 repeatedly to refresh the display
and observe changes in pool sizes. These
can be dramatic when the system load is
changing. For example, lunch hour is a
good time to see memory shift from
interactive pools to batch pools.



Setup and Control
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Setup and Control

Displaying the Auto Tune Menu

After you have installed Robot Autotune and gone through the steps in the Getting Started section, you are
ready to learn more detail about Robot Autotune. Enter the command ATLIB/ATM to display the Auto

Tune Menu.

Use options 1 through 4 to set
performance factors and
control values to customize
Robot Autotune to your system.

ATH
RATMEE

Setup and Contrdl:

Operation:

Analysis:

Use options 5 and 6 to start

or stop the ATMONITOR and
ATJOBQMGMT jobs in the
ATMONITOR subsystem. Turn
to the Operations section of this
User Guide for more
information about Robot
Autotune operations, including
how to perform this task

Use option 7 to display the
ATMONITOR subsystem’s jobs.
The status of the ATMONITOR
job in the ATMONITOR
subsystem is always listed next
to this option.

automatically.

Auto Tufie Pool Tuning Henu

dncel the monitor

Oisplay the monitor status

wACT | LIE*

Reset subsystems to original wvalues

Hark with System Status (URKSYSSTS)
Hork with Actiwve Jobs (WURKACTJOGE)

Auto Tune Reporting Menu
Hork with Shared Pools (WRKSHRPOOL)

Hedcome to Auto

Enter your menu
selection or a
command on the
command line.

Fa=D5PN5E F9=Retrieve

F12=Previous

Use options 9, 10, and 12 to
conveniently access these
commonly used OS/400
commands.

Use option 8 to immediately
set pool sizes and activity
levels back to the values in
your subsystem descriptions.

Use option 11 to display the Auto
Tune Reporting Menu. Use the
menu to display or print statistics
Robot Autotune has captured.
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Setup and Control

Entering Performance Factors

The first major section of the Auto Tune Menu allows you to set up your performance factors and control
values. We will cover performance factors first.

Pool Peromance
Feromuance Readings Factors 3=t Up to Control Valees 1o
of Memory Pools and Cusiomize Fobot/ Manags e Oparaton

Interactive Jobs AUTOTUNE to Your of RoboAUTOTUNE
System
"-\__“_ ! _._'_.n-"
Robot/AUTOTUNE
Monitor

(Expert Tuning System)

-
Chanoes [Run Ciory
b - rreatns B I
CRAnaes Memary Paol CRANGCE ACIVIY | oVl Ane TIM e o m:f;rrt o ""_'r?f’_"ﬂ :rF
si7es Aased on [1sagr Aascn an Lsage and Ineracitue and Sener et IS S
and Fnorties Yol et “martes ¥ou et Jobg Lazed an Lzage —f:'l"I'IT"’IFK_‘E 1 %ﬂu--ﬁtq
and FIOoMmes You 4T =TT et =
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Setup and Control

Accessing the Standard Pools Performance Factors

The first time you select option 1 from the Auto Tune Menu, the Automatic Setup panel displays, as shown
in the Getting Started section. After Robot Autotune is up and running, selecting option 1 displays the Auto
Tune Performance Factors - Standard Pools panel. If you followed the steps in the Getting Started section of
this User Guide, you have already seen this panel. Now you will use it in more detail and learn how to
adjust the performance factors to customize Robot Autotune to your system.

A Standard Pool is either a private pool or a shared pool. Pool names prefixed with an asterisk (*) are
shared pools; pool names with no asterisk prefix are private pools. Robot Autotune treats private pools and
shared pools the same way. For more information about pools, refer to the appropriate IBM documentation.

( ATH fiuto Tune Pool Tuning Henu 15:58: 48 A
RETHEA MICKEY
Setup and Control: Enter the standard pool performance faoctors

Enter the dynamic pool performance factors

1
2. -
3. Contral Ualuss Menu Enter a 1 on the command line to
4. A i f f f -
utomatic setup of performance factors d|sp|ay the AUtO Tune Performance

Operation: 5. Start the monitor
6. Cancel the monitor L— FaCtOFS - Standard POOIS panel
T Oisplay the monitor status *ACT I UE*
. FReset subsystems to original values
finalysis: 9. HUork with System Stat
18.  UWork with Acti s (MRKACTJOB)
" Auto T Eporting Menu
with Shared Paols (MRKSHRPOOL)
Selection

=== ]

Fi=Exit F4=Prompt Fo=D5PHS56 Fi=Retrieve F12=Previous
Welcome to Auto Tune!

AT12E futo Tune Performance Factars = Standord Pools 18:87:4%
Day enviranment NICEEY
Type wsptions, press Enter.
An asterisk I=D0isplay peel sharing 2=Chomnge Defimed 5ize
* #=mm== Pggl Sizes # fletivity Level +
( ) before a Hark Mininwr MNaximem Shift Ninimun
pool name Opt Subsysten and Fool 14 Type fize Size  Hmt Lewe | PF
indicates that - . . 1
L [ i i
it is a shared +BRSE c 15 AUAIL 1
CUSTOHERS QGPL i i 11 1 i
FRYROLL QGPL i 1 2 1 1
| HTERALCT 1 I *HURIL 1 i
+SPOOL uy i 2 &4k 1
*SHRFPODOL 1 i 1 2 1 1
No asterisk *¥SHRPODLZ B I 1 1 1
in front of a
pool name PF = Ferforsance Factor
!ndlcat_es it FizExit FT=URKSYS5TS FiE=Dyn poals F9=Subsysten |ibrory search 1ist
is a private F13=Might environment

Page 22



Setup and Control

B Setting Pool Size
Factors

B Static Versus
Dynamic Pool
Size Values

B Minimum Pool
Size

Robot Autotune looks at four factors related to pool size: minimum size,
maximum size, shift amount, and performance factor.

When activity in a pool is low, Robot Autotune reduces the size of the
pool. Conversely, when there is a lot of work to be done in a pool, Robot
Autotune increases the size of the pool. It knows how large or small to
make a pool because of the entries on the Auto Tune Performance Factors -
Standard Pools panel. The minimum value shows Robot Autotune how
small it can go; the maximum value, how large.

Robot Autotune allows you to specify memory pool size values—
minimums, maximums, and shift amounts—in two different ways. You can
specify a static amount of memory, in either kilobytes or megabytes. You
can also specify minimum, maximum, and shift amount values as a
percentage of the total memory available to the system, using any values
from 1 to 80 (1% to 80%).

In a partitioned (LPAR) system, the amount of memory available to

a partition can change dynamically based on the partition’s workload
and performance needs. As memory resources are added or removed
dynamically, Robot Autotune adjusts the pool size values accordingly,
based on your specifications. Therefore, you should use percentage
performance factors on an LPAR system, where the amount of memory
available changes dynamically.

Robot Autotune reduces the pool to its minimum size when activity is low.
However, you don’t want to set the minimum too low or users may
experience delays in starting their jobs. It is especially important to set an
adequate minimum pool size for the base pool (*BASE). If the base pool
minimum is too low, system performance will be degraded no matter how
much memory is in other pools. In addition, other batch subsystems that
run save and restore functions should have a minimum size of at least 3
MB (or the equivalent percentage of system memory).

Robot Autotune will not allow the base pool to have a minimum size that
is less than the OS/400 system value—QBASPOOL.

On the other hand, you don’t want to set your minimum values too high or
Robot Autotune will not have excess memory available to shift from pool
to pool to meet changing work loads. The values suggested

in the charts on the following pages are based on the experience of a cross-
section of Robot Autotune users. They are recommended starting points
only—you may adjust them to suit your configuration.
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B Maximum Pool
Size

B Pool Size Shift
Amount

B Pool Size
Performance
Factor

The only pools that need a maximum size are the machine pool and the
pools that run batch jobs.

* The machine pool (*MCH) should have a maximum size of 40% of
total CPU memory on small systems, and somewhat less on larger
systems.

* In general, batch jobs will take as much memory as they can get,
so you need to set a maximum to prevent them from monopolizing
system resources. Because you can set the maximum to virtually any
size (see the note), and the batch jobs will use it, you should choose
the maximum based on the priority you want to give to these jobs.
Batch jobs usually run more quickly in larger pools, so you may notice
a significant improvement in job speed by setting a maximum size of
more than 3 MB (or the equivalent percentage of system memory).

Note: You cannot enter * AVAIL for the maximum pool size if the
work type is B (batch).

How quickly Robot Autotune shrinks or expands a pool is determined by
two related factors: the Pool Size Shift Amount and the tuning interval you
select on the Auto Tune Control Values panel (control values and this
panel are discussed later in this User Guide). For example, suppose you
have a busy pool that could use more memory. If the shift amount for the
pool is 10 MB (or the equivalent percentage of system memory) and your
tuning interval is 10 seconds, Robot Autotune will shift 10 MB into the
pool every 10 seconds until it has enough memory for the work, it reaches
the maximum size for that pool, or the job completes.

If the pool size shift amount is too low, Robot Autotune will not be able to
respond quickly to changes in workload. If the shift amount is too high,
your system’s performance may seem inconsistent.

The Pool Size Performance Factor (PF) and the type of work being
performed in a pool determine the pool’s priority when there is contention
for memory. For example, a batch pool with a pool size performance factor
of 5 has higher priority than an interactive pool with a PF of 5. The batch
pool is assigned memory more quickly than the interactive pool because
the Robot Autotune algorithm weighs both the PF and the work type in
determining priority. If there is no contention for memory, these factors are
ignored and the memory is moved where it is needed most.

Note: The machine pool (*MCH) should always have the highest Pool
Size Performance Factor.
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B Setting Day
and Night
Priorities

Start by assigning the values suggested in the Pool Size Factors
Calculation Table that follows. If memory is not flowing where you want
it to go, change the performance factor one step at a time until you achieve
the desired results. The highest priority is 10; the lowest priority is 1.

When your interactive users are most active (usually during the day), it is
generally wise to give *BASE and QINTER (or *INTERACT) the highest
priority by assigning them a higher PF. Give batch jobs and printers a
lower priority by assigning them a lower PF.

If you set your pool size performance factors this way and you still find
that batch and printer pools are not being allocated enough memory, it
indicates that workstations are putting an unusually large load on your
system. This may mean that your interactive users are running batch jobs
interactively. You can tune interactive jobs using the Control Values Menu
(option 3 on the Auto Tune Menu). Tuning interactive jobs is discussed in
detail later in this User Guide.

It is also possible that your server and batch jobs are consuming large
amounts of system resources. Robot Autotune allows you to tune server
jobs through the Control Values Menu. Tuning server jobs is also
discussed later in this User Guide.

You may want to set different priorities at night, giving batch jobs

and printer pools a higher priority and/or larger pool sizes for faster
processing. Make sure you set a maximum size for these pools for the
reasons discussed earlier in Maximum Pool Size. You may also want to
reduce the priority of the *BASE and QINTER (or *INTERACT) pools at
night. As a result, Robot Autotune will give memory to the batch and
printer pools up to the maximum pool size, regardless of the load in the
interactive pool. When jobs are completed, memory is released and
reassigned where it is needed. You can set up a daily priority change using
the Control Menu by defining day and night values and setting a time to
switch between them.
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Pool Size Factors Calculation Table

Robot Autotune uses the values shown in the following table to calculate the initial pool settings from the
information you enter during automatic setup. In addition, you can use this table as a guide to adjusting

and refining pool values. It can be especially useful when you make changes to your system.

Work Shift Perfomance

Subsystem(s) Type | Minimum Pool Size Maximum Pool Size Amount ' Factor
*MCH (machine M System value 40% of total CPU memory 1% of total 8
pool) QMCHPOOL or CPU

10% of total CPU memory

memory®
*BASE (base C 5-8% of total CPU Default (no maximum) 1% of total 6
pool with no memory> *AVAIL CPU
batch work) memory
*BASE (base C 11-14% of total Default (no maximum) 1% of total 4
p00| with batch CPU memory 2 *AVAIL CPU
work) memory
*INTERACT or Minimum number of | Default (no maximum) 1% of total 6
QINTER workstations in pool | *AVAIL CPU
(interactive multiplied by 16K. memory
workstation pool) The minimum is 660

K; the default is 1

MB.
*SPOOL or QSPL W Number of AFP 3 MB 100K 4
(printer work) printers in pool

multiplied by 200 K

(the minimum is

1500 K) plus the

number of non-AFP

printers in pool

multiplied by 80 K.

The minimum is 256

K; the default is 1

MB.
QBATCH (batch B The minimum is 300 | The number of threads in 1% of total 5
work or dynamic K (2 MB if batch the pool multiplied by 2to | CPU
pools)3 saves are used). 3 MB* memory

The default is 1 MB.
QCMN C The minimum Either the number of 1% of total 6
(communications number of threads threads multiplied by 120 CPU
work), in the pool K, or 20% of the total CPU memory
QSERVER, multiplied by 16 K. memory, whichever is
QSYSWRK, The minimum is 300 [ smaller.
QUSRWRK K; the default is 1

MB.

The following legend describes the job Work Types listed in the table:

Type Description

B Batch

C Combined (both batch and interactive)
I Interactive

M Machine pool

Y

Writer (printer, or spool)
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The following notes apply to the superscript entries in the Pool Size Factors Calculation Table.

Pool Size Factors Calculation Table—Notes

Notes:

I The shift amount must be a minimum of 8K.

2 The minimum pool size you set for *BASE should be greater than the QBASPOOL system value. This
provides abuffer thatis always available when allocating new memory pools. Without this buffer, if the
amount of *BASE is adjusted downward to the QBASPOOL amount and a subsystem is started, the
pool allocation may fail causing all of the subsystem work to be performed in *BASE. In an LPAR
environment, having this buffer also helps when storage is shifted out of this partition.

See the Batch job Storage Guidelines for more detailed information on specifying pool sizes for batch
jobs.

Ifonly one jobis processed in this pool at a time, set this maximum to 5 MB. However, youmay wanta
separate pool for big save/restore jobs with a maximum of 25 MB.

A warning message will be generated if you maintain a percentage less than ten percent. Large systems
may not require 10%.

Page 27



Setup and Control

Batch Job Storage Guidelines

Use the following values to help you specify the pool size for various types of batch jobs. By setting your
pool sizes to the proper levels, your jobs will process more efficiently and you reduce the chance that they
will end abnormally.

Batch and Job Type Initial Storage Comments

Short-running Production 1 MB Can require up to 3 MB

Long-running Production 3 MB Run better with 25 MB

Compiles 15 MB Run better with 25 MB

Reformat/Sort 2 MB Smaller sorts may run with 2 MB; larger sorts

may require more memory

Queries 2 MB Larger queries may require more memory
Save/Restore 2 MB Some save operations run with 1 MB; others may
require 3 MB
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B Setting Activity
Levels

B Minimum
Activity Level

B Activity Level
Performance
Factor

Robot Autotune looks at two factors related to activity level on the
Auto Tune Performance Factors - Standard Pools panel—the minimum
activity level and the activity level performance factor.

The minimum activity level specifies the number of threads in a pool
that can use CPU resources at any one time. Robot Autotune adjusts
activity levels in batch and interactive pools differently.

» In batch pools, the activity level reflects a direct relationship between
the number of threads in the pool and the activity level performance
factor.

» Ininteractive pools, the activity level reflects a floating relationship
among the active-to-wait transition rate, the wait-to-ineligible
transition rate, and the activity level performance factor.

The activity level performance factor determines how quickly the activi-
ty level will change when workload in a pool changes. The activity level
performance factor is an absolute number (rather than a relative priority)
and has no relation to the activity level performance factor in other pools.
A higher performance factor gives a pool better performance. The lowest
activity level performance factor you can assign is 0 (zero), which causes
no changes to be allowed; the highest is 10. If the activity level is too high,
you will see excessive faulting and paging for the pool. When you lower
the activity level, the ineligible count will rise, which is preferable to too
high a level of faulting and paging.

Use the following table as a starting point for recommendations for mini-
mum activity level and performance factor.

Subsystem and Type of Work Minimum Activity Level Performance Factor

*BASE (no batch work) 15% of threads 3

*¥INTERACT or QINTER 25% of the number of 3

(interactive workstation pool) workstations in the pool

*SPOOL or QSPL (printer work) 1 (up to 5 printers) or 5 (5 5A
or more printers)

QBATCH (batch jobs or dynamic |1 10

pools)

QCMN, QSERVER, QSYSWRK, 10-15% of the number of 3

QUSRWRK (communications workstations in the pool

work)

A The more printers you have, the lower the Performance Factor number should be.
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M Printing Pool You can print a hard copy of your pool size and activity level factors. First,
Size and Activity select option 11 on the Auto Tune Menu to display the Reporting Menu.
Level Factors Then, select the Performance factors/control values report from this menu.

Or, make sure ATLIB is in your library list and enter Call AT122 on a

command line.
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Entering Robot Autotune Performance Factors for Standard Pools

If you followed the steps in the Getting Started section of this User Guide, Robot Autotune performed an
automatic setup for your system and filled in the values on the Performance Factors - Standard Pools
panel. Now that you’ve read the discussions on the preceding pages, you can start adjusting these values

intelligently. Just type over any value you want to

change and press Enter to record your changes. Robot

Autotune implements your changes at the next tuning interval after you exit the panel.

If there is an Opt field next to a pool name it

is a shared pool. If there is no Opt field, it is
not a shared pool. You can enter a 1 to display
the subsystems that share the pool. Enter a 2
to define a specific Defined Size and Defined
Activity Level for the shared pool.

A list of all the subsystem pool IDs that
Robot Autotune found on your system.

This includes both active and nonactive
subsystems that have private or shared
pools and a size greater than zero.

fluts Tune

Type jeptions, press Enter.
Izpisplay peel sharing

Hark

Upt /[Gubsysten and Faogp Iype

#MCH

Perforsance Laftars = Standard Pools

[I:H=I L 1

ironrent NICEEY

dnge Defimed SiZe
4===== Pgg| Sizes
Hiningn
Size

# fetivity Level +
Hinimamn
Lewe |

S5ize FF

26 a1

+GASE

13 +AUAIL

CUSTONERS QGPL

FRYROLL
| HTERALCT

QGPL

|
ey
2

*HUAL

+SP00L

+SHRPODL 1

#SHRPOOLZ

L==N= 0 =l = = =

& ka2

Fi=zEzit FT=UEXSVSS5TS
F19=Night enwironnent

The Pool ID number shows the
subsystem pool ID (this is not the
same as the system pool ID).

FizDyn pools

FAz5ubsysten |ibrory search list

The work type indicates the type of jobs in the pool.
The possible work types are:

o
B

Combined (both batch and interactive jobs)
Batch

Interactive

Machine

Readers

s 2 =

Writers
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Entering Robot Autotune Performance Factors for Standard Pools

You can enter values for all fields that specify memory amounts—pool size minimum,
pool size maximum, and pool shift amount—in megabytes (MB), kilobytes (KB), or as a
percentage (%) of the total amount of memory defined for this partition. In addition, you
can use different kinds of values in different fields. For example, you could specify the
minimum pool size as a fixed amount of memory in MB or KB, and the maximum size as
a percentage value. See the Setting Activity Levels topic for more information.

» To specify an amount in megabytes (MB), do not type anything following the value. If
nothing follows the value specified, Robot Autotune assumes the value is in
megabytes.

» To specify an amount in kilobytes (KB), enter a K following the value. If you specify a
kilobyte number greater than 1023 K, Robot Autotune converts it to megabytes
(MB), rounding down to the next lower value (for example, 1500 K is converted to 1
MB).

» To specify a percentage amount, enter a percentage sign (%) following the value. To
check the amount available to the pool, use the WRKSHRPOOL command.

AT12E futos Tune Performance\foctors = Standard Pools 18:87: 4%
Day enviRpneemt NICKEY
Type options, press Enter.
1=Display pecl sharing Z=Chomge Defined
gmmm== Ppgl Sizes # fletivity Level +
Hark MNinirern Hazimum Shift Himimun
Upt Subsysten and Fool 1d Iype Size SiZe Amt Lewe | 43

20 51
*AUAIL
|

*[CH

+EASE

CUSTONERS QGPL
FRYROLL QGPL
| HTERALCT
+SPO0OL
#SHRPODOL 1
*SHAPOOLZ

|
Fy
£

*¥HUHIL

=2

PIREI— R 5
— | = — = | —

& |ra o

/'= Ferforsance Factor

FizEzit FT=URKSYS5TS FiE=Dyn peals FO9=Subsysten librory search list
F13=Might environnen

Because nothing follows the value specified (such
as a K for kilobytes, or a percentage sign [%] for
percentage), Robot Autotune assumes the values
are in MB (the default).
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Entering Robot Autotune Performance Factors for Standard Pools

The minimum size to which Robot Autotune will reduce the pool.

Note: You cannot set the minimum size for the base pool (*BASE) lower than the
system value QBASPOOL. If you need to decrease the minimum size of this pool,
first change the system value by using the command CHGSYSVAL QBASPOOL
and then change the minimum size to match it in Robot Autotune.

AT12E fute Tune Pekforsance Factars = Standard Pools 108744
Day environment NICKEY
Type eptions, press Enter.
I=z0isplay peel sharing 2=Cheyge Defined Size
# fetivity Level +
Hazimum Shift Hinimun
Opt Subsysten and Fool Id 5 i 5iZe  Amt Lewe | PF

#MCH

+GASE

CUSTONERS QGPL
FRYROLL QGPL
* | HTERALCT
+SP00L
+SHRPODL 1
#SHRPOOLZ

91

L==N= 0 =l = = =

ance Factor

FizExit FP=URKSYS55TS FdzDym ppéls FO=Subsysten |ibrory sefech list
F19=Night environnent

The maximum size to which Robot Autotune will
increase the pool, specified in MB (blank following The amount of memory Robot Autotune will shift
the value). See the discussion and table earlier for | | when an adjustment is needed. See the

more information on setting this value. discussion and table earlier for more information
on setting this value.

Note: Since this is a 4-character field, if you
specify kilobytes, you cannot specify a number
greater than 999K because the K uses one digit.
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Entering Robot Autotune Performance Factors for Standard Pools

Robot Autotune uses the Pool Size Performance Factor with the Work Type to determine which pool
should have priority when there is contention for memory. The lowest value is 1; the highest is 10. If you
want to give pools of the same work type the same priority, give them the same performance factor (see
the discussion and table earlier for more information on setting this value). Note: The machine pool
(*MCH) should always have the largest performance factor number on the system. If the machine pool
does not have enough memory, system performance will be seriously degraded.

AT 128 , [=H=r L

Day environment NICEEY

Type options, press Enler.
1z0isplay peel shg 2zChonge Defimed 5ize

# fletivity Level +
Hark Winimum Hazinum Himimum
and Fool Id Type Lize 5iZe Lewve | PF

26 a1
+AUAIL
11

#[CH

+EBRSE

CUSTONERS QGPL
FRYROLL QGPL
*|HTERACT
+SP00L
+SHRPODL 1
#SHRPOOLZ

= e =

*HUA L

=

—_——m —— — =

== = = |—

PF = Ferforrance Factor

FizExzit FT=URKSYS5TS FlzDyn peels FO9=zSubsysten |ibropf search |ist
Fl9=Night environment

The minimum Activity Level specifies the number
of threads in a pool that can use CPU resources
at any one time. See the Pool Size topics and
Press F15 to display Pool Size Factors Calculation table earlier for
and edit Standard Pools more information on setting this value.

Performance Factors for

the night environment.

The Activity Level Performance Factor values range from zero

(0) to 10. This factor is absolute—the higher the value, the higher
the activity level. Enter a zero (0) if you want Robot Autotune to
keep the activity level at the minimum level. See the Activity Level
topics and Activity Level Performance table earlier for more
information on setting this value.
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Displaying the Subsystems that Share a Pool

Enter a 1 in the Opt field to display a list showing the names of the subsystems that share a pool. The
example below shows the subsystems that share the *BASE pool.

( \
AT12E futo Tune Performance Focters = Standard Pools 19:87:4%
. . Day environment MICKEY
Enter a 1 N the Opt f|e|d tO Type options, press Enter.
g q 1=Displ I sharl 2=Ch Defined Si
display a list of subsystems e Peal Sizes =—meem- A
: Work Minimur Hazinwm Shifr Hinimun
that Share the pOOI If there IS fOpt Subsysten and Fool 1d Type Size Size Amt  FF Leve | 33
no Opt field next to a pool, the - " - &2 g
N n =21 _ 1 _d
i 1 +BASE C 15 #AUAIL _ 1 _§ L |
pOOI IS nOt Shared' CUSTONERS QGPL 2 B | 1 1 _5 1 18
FRYROLL QGPL 2 B ] P i 3 i 18
_ *INTERACT 1 | *RUAIL 1 _& 2 b
Z espooL T N S N N T
~ 4SHRPOOL 1 B [ 2 1 5§ 1 iT
#SHAPOOLZ2 B 1 4 1 .5 i 14 «

PF = Performance Factor

FisExit F7=HRESVSSTS FlsDgn pesls F9sSubsgsten |ibrory search list
F19zMight enwironment

. J

Auto Tune Pool Sharing 16:068: 3¢
MICKEY

Shdared Pool Subsystem

CUSTOMERS  QGPL
FRYROLL NGPL
NEASE QIHMEDIA
NEASE 0IH5YS
QEARSE nsYs

QEATCH QIHMEDIA
QEATCH 0IH5YS
| (BATCH nsYs

Fi=Exit F12=Previous

The subsystem names, the libraries
where the subsystems are found,
and subsystem pool IDs.
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Displaying the Libraries that Robot Autotune Searches

Press F9 to display a list of the libraries that Robot Autotune searches for subsystem descriptions. You can
modify entries on this list at any time. The Auto Tune Subsystem Library Search List panel has two
additional purposes. It allows you to add new subsystems/libraries after Robot Autotune is installed and, it
lets you remove subsystems/libraries that Robot Autotune picked up automatically during first-time
processing that you do not want Robot Autotune to search.

( AT12E futs Tune Performance Foctars = Standord Pools 18:87:44 A
Day environment MICKEY
Type sptions, press Enter,
I=Display peel sharing 2=Chomge Defined Size
#===== Ppol Sizes ======= ¢+ fletivity Level +
Uork Mininen Hazinum SKift Minimun
- - Opt Subsysten and Fool Id Type Size Size Amt PF Lewe | FF
Press F9 to display a list of the
. . #CH f 26 a1 i 6
librar-ies that Robot Autotune agRsE L 15 AL 1 5 f 3
.t CUSTOHERS QGPL 2 B | 1 1 5 1 18
searches for subsystem descriptions. ] oo woec B : = — = : T
*| NTERACT 1 1 *AVAIL 1 _f F4 _B
S LA — 18
E 1 2 _ 1 § 1 18
B 1 4 _ 1 5 1 16 +
g Performance Factor
FizExit FT=ERKSYS5TS Fd=Dyn peels FUzSubsysten |ibrary search list
F13=Hight enwironnent
. J

Auto Tune Subsystem Library Search List 11:42:2%
MICKEY

Libraries to be searched for subsystem descriptions:

NsYs Q1HSYS
NGPL RETSYSH
ATL B RETSYSL 1B
DAax BETUPSL 16
0rs
ECSSYSLIE
HARR"Y
HELPHETSALY
QIHMEDIA
QIHPRIOR

Fi=Exit F12=Previous

You can edit this list at any time by typing in new
libraries to search or by blanking out entries that
Robot Autotune should no longer search.
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Accessing the Dynamic Pools Performance Factors

Enter option 2 on the Auto Tune Menu to access the Auto Tune Performance Factors - Dynamic Pools
panel. Dynamic pools are temporary private pools that Robot Autotune creates for batch jobs. This feature
can greatly reduce the impact that batch jobs have on the performance of your iSeries. Dynamic pools,

an advanced feature of Robot Autotune, are discussed in detail in the Advanced Performance Tuning section
of this User Guide.

( atn fluto Tune Pool Tuning Menu 15:57:4¢ )
RATMEE MICEEY
Setup and Control: 1 Enter the standard pool performance foctors

2 Enter the dynamic pool performance factors

3. Control Ualues Menu

4 Automat ic setup of performance foctors

Operation: 5. Start the monitor
6. Cancel the monitor
T Display the monitor status *#ACT I UE*
. FReset subsystems to original values
finalysis: 9. Hork with System Status (WRKSYS5TS)

18.  MHerk with Active Jobs (WRKACTJOB)
11.  Auto Tune Reporting Menu
12, HWork with Shared Pools (WRKSHRPOOL)

Selection or command
=== 2

FizPxit Fé4=Prompt F6=D5PHS6 F9=Retrieve F12=Previous

\. J

Enter option 2 to display the Auto Tune In this example, a group of job queues were

Performance Factors - Dynamic Pools panel.
The first time you access this panel, Robot
Autotune should be inactive. In this exam-ple
no dynamic pools are defined.

already defined and Robot Autotune was
active. See the Advanced Performance Tuning
section of this User Guide for more
information about dynamic pools.

Auto Tune Performance Facters = Dynamic Pools 11:48:02 AT128

futo Tune Performance Facters = Dynamic Peols 18:14: 13
Day environment MICKEY

Day environment MICKEY
Type options, press Enmter.
1=Add 2=Change 4=Delete
+—= Pool Sizes ————+
Rinimum Naximum 5hift Nax Expert Jobq Ngnt
Job Queue Library Size Size Amt PF Ret  Cache

+==== Pool Sizes ————+
Rinimum Naximum Shift Max Expert Jobg Mgmt
Opt Job Queue Library Pty Size Size HAmt PF Act Cache Le Hi

=
=

(Ho dynamic pools defined. )} OBATCH QGPL
QPGMR QGPL
JOBO1 OGPL
JOBQZ QGPL
JOB03 QGPL
JOB4 BPL
JOBOS QGPL
JOBOG QGPL

PF = Performance Factor PF = Performance Factor

F3=Exit F6=Add job quewe  F7=HRKSYSSTS  Fl=Standard pools F3=Exit F?=URKSYS5TS  F8=5tandard poels
Fi5z=Hight environment F15zHight environment

Press F6 to add a dynamic pool job queue.

F6 does not display if

Note: Jobs that run constantly, such as monitor jobs, are Robot Autotune is active.

poor choices for dynamic pool job queues. These jobs
never end, so a dynamic pool associated with a monitor
job is never removed.
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Control Values

In addition to performance factors, Robot Autotune uses control values to manage its operations.

Pou Perfommeancg
Factors Set pin
Costomize Robad/
ALITOTLIMF 10 Your
Hysiem

Feroomane: Readings
rT Kemary Maals and
Imeracie 1ohs

Robot/AUTOTUNE
Monitor
(Expart Tuning System)

Conntral valies o
Manage the Cperatinn

af RobnlalTOTHNF

CNanges ~un Prcmy

Crhanges Memony Pool
Lizzs Basec on Usage
anc Prorties You Set

Changes Acliviy Levzls
Based on L'sage and
Fricrfies You Sat

ard Time Slice of
Irteractve and Server
Jobs Based on Jsags
and Pricrifies You Set

Creales History of

Robot’AUTOTUINE
Sy=ztem Charges and
Feriormarce Skatistos
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Accessing the Control Values Menu

You can adjust the control values through the Auto Tune Control Values Menu. Enter option 3 on the Auto
Tune Menu to display the Control Values Menu.

( ATH fiuto Tune Pool Tuning Henu 15:58: 48 )
RATHER MICKEY

Setup and Control: Enter the standard pool performance factors

1.
2. Enter the dynamic pool performance foctors
3. Control Ualues Menu
X 4. Automatic setup of performance factors
Enter option 3 on the Auto Tune ) ,
. Operation: 5. Start the monitor
Menu to display the Auto Tune 6. Cancel the meniter
7. Display the monitor status *ACT I UE*
Control Values Menu . Reset subsystems to original values

Analysis: 9. MHork with System Status (HURKSYSSTS)
18.  MHerk with Active Jobs (WRKACTJOE)
11.  Auto Tune Reporting Menu
12, MHerk with Shared Poals (URKSHRPOOL)

\%ction or command

===> 3

F3=Exit Fé4=Prompt F6=D5PHS6 F9=Retrieve F12=Previous
Helcome to Auto Tune!

ATCHNU Auto Tune Control Ualues Henu 19:12:22
MICKEY

Select one of the folloving:

Enter control walues

Enter interactive job tuning volues
Enter day/night environment start times
Enter server job tuning values

Selection or command

Fi=Exit Fé=Prompt Fa=D5PH56 F9=Retrieve F12=Previous
Helcome to Auto Tune!
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Entering Control Values

Enter option 1 on the Auto Tune Control Values Menu to display the Auto Tune Control Values panel.
From this panel, you can adjust a number of factors important to the operation of Robot Autotune. These
factors include the tuning interval, the number of intervals to average, the initial wait time after the
subsystem is started, and other factors involved with operations and statistics. The control value defaults
provided with Robot Autotune are appropriate for most environments.

@ ATCHHU fiuto Tune Control Values Henu 18:12:22 h
MICKEY

Select one of the following:
Enter the control values

1
2. Enter the interactive job tuning walues

3. Enter the day/night enuironment start times
4

Enter the seruer job tuning values Enter option 1 on the Auto
Tune Control Values Menu
to display the Auto Tune
Control Values panel.

Selection or
===3 1

Fi=zExit Fé=Prompt Fo=D5PH56 F9=Retrieve Fl12=Frevious
Helcome to Auto Tune!

AT218 Auto Tune Control Values 16: 14:55
Day environment MICKEY

Tuning interual {in seconds)
Humber of interwals to average
Sove pool statistics . . . . . . . . . . . . % (¥=Yes, H=Mo)

Allow pool size adjustments . . . . . . . . . (¥Y=Ves, HzHo)
Allow activity level adjustments . . . . . . (Y=Yes, N=No)

Initial wait time after Start Subsystem

Humber of days to retain statistics

Maximum number of dynomic pools |

Fi=Exit F13=MNight environment

Press F15 to display the control values
for the night environment.
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You can adjust the time period that Robot Autotune uses to take performance readings on the Auto Tune
Control Values panel. This time period is called the tuning interval. Because Robot Autotune operates at the
operating system level, you can use even the shortest interval of five seconds without fear of putting a load
on your system. You also can adjust the number of intervals that Robot Autotune averages in evaluating
system performance from this panel.

Entering Control Values

Enter the number of seconds Robot Autotune should wait between system

performance readings. This time period is called the tuning interval. Robot

Autotune is designed to work at intervals of less than 20 seconds (10 is the
recommended setting). However, you may want to specify a longer interval
if you want your system to react only to longer-term shifts in workload. The
tuning interval range is from 5 to 3600 seconds.

AT218 18:14:55
MICKEY

Tuning interual {in seconds)
Humber of interuvals to average

Save pool statistics . . . (Y=Yes, N=Mo)

Allow pool size adjustments S (¥Y=Ves, H=Mo)}
Allow activity level adjustments . . . . . . (Y=Yes, H=Ho)

Initial wait time after Start Subsystem . /.
Humber of days to retaoin statistics . .

Maximum number of dynamic pools . . .

Fi=Exit F13=MNight environment

Enter the number of performance measurements (intervals) you
want Robot Autotune to use to compute each weighted average it
uses for evaluating system performance.

* Therangeis 1to 10 (default is 5).

» If you specify an interval of 1, the system adjustment is based on
only the current performance measurement.

* Using bigger numbers produces more stable activity levels.
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Entering Control Values

Robot Autotune lets you save memory pool performance statistics and
specify the number of days these statistics are saved.

Enter a Y to have Robot Autotune save pool statistics.

Specify the number of days that statistics objects should
remain in the library ATLIB before Robot Autotune
automatically deletes them. You can enter 0 to 900 days.

Enter a Y to allow Robot
Autotune to adjust pool
sizes and activity levels.

Auto Tune Cohtrol Values 18/14: 53
Day enNronment CEEY

Tuning interval {in seconds
Humber of interuvals to average

Saue pool statistics Y (¥Y=Yes/ H=Ho)

Allow pool size adjustments ¥ (¥Y=Yes, H=Mo)
Allow activity level adjustments ¥ (Vi¥es, H=Ho)

Initial wait time after Stort Subsystem . . .
Humber of doys to retain statistics

Maximum number of dynamic pools . . . .

Fi=Exit F13=MNight environment

Enter the number of dynamic pools that
Robot Autotune can create and use at one

The amount of time (in seconds) that _
Robot Autotune should wait before it E'me\'(ou can specify up to 62 dynamic pools.
begins its work. We recommend to wait at
least 10 seconds so that the system can
return to normal operation after an IPL.

* The total number of standard and dynamic
pools cannot exceed 64.

Note: Robot Autotune also waits this Tip: You may want to allow Robot Autotune to
amount of time after the ATMONITOR create and use more dynamic pools at night
subsystem is started before beginning its when you are doing mainly batch work. Press
work F15 to access the night environment.
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B Saving Pool
Performance
Statistics

You can have Robot Autotune save pool performance statistics. These are
similar to the statistics obtained from the WRKSYSSTS command and
are for your use.

You can display or print pool statistics by selecting an option from the
Auto Tune Reporting Menu. The accumulated statistics also can be put
into a database file and downloaded to a PC. These files can be used by
popular spreadsheet programs or you can write programs to process these
readings. You also can use Robot Monitor, the performance monitoring
package from Fortra, to display and print graphs of some Robot Autotune
statistics. See the Robot Monitor User Guide for more information.

Performance statistics are saved in user space objects. When you do a
DSPLIB ATLIB, you see them as *USRSPC objects that start with the
letters ATPS and end with the date they were created.

* Arecord is created for each active subsystem, dynamic pool, and
shared pool at each tuning interval.

* The size of the user space depends on the number of pools, tuning
intervals, and so forth. For example, if you ran Robot Autotune 24
hours a day with a tuning interval of 10 seconds, Robot Autotune
would create an 800K user space every day.

* The maximum size of the user space is 16 MB. If Robot Autotune fills
this space for a given day, no further statistics are saved.

* A new user space for statistics is created automatically the next day.

We recommend that you save performance statistics as soon as you have
customized Robot Autotune to your system. Saving statistics uses disk
space, but you can reduce the amount of system resources used by having
Robot Autotune automatically delete statistics that reach a certain age.
You enter the number of days to retain statistics on the Auto Tune Control
Values panel. If you keep performance statistics, we recommend that you
keep at least two days worth.

Note: Robot Autotune deletes statistics automatically at midnight of the

last day specified by the Number of days to retain statistics field on the
Auto Tune Control Values panel.
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Tuning Interactive Jobs

Use the Auto Tune Interactive Job Tuning Values panel to specify whether you want to allow Robot
Autotune to tune inferactive jobs. You also use this panel to specify whether to save statistics for a//
jobs.

( ATCHAU Auto Tune Control Values Henu 18:12:22 )
MICKEY

Select one of the following:

Enter the control walues

Enter the interactive job tuning values

Enter the day/night enuironment start times Enter 0pt|0n 2 on the Contr0|
Enter the server job tuning values Values Menu tO d|sp|ay the
_—| Auto Tune Interactive Job
Tuning Values panel.

A

Selection op and
===3 2

F3=Exit Fé=Prompt F6=D5PHSE FO=Retrieve F12=Previous
lelcome to Auto Tune!

AT218 Auto Tune Interactive Job Tuning Values 11:13:18
Day environment MICKEY
Type choices, press ENTER.

Save job statistics . . . ) (¥Y=Ves, HzHo)}
Humber of intervals between JDb sumpllng .
Types of jobs to track . . . . . . . . . .. (*ALL, I, B, U, R)

Allow interactive job tuming . . . . . . . . (Y=Yes, N=No)
Save job changes . . . . {¥=Yes, H=Ho)
Interuvals between |ntehuet|ue JDb tunlng

Interactive job CPU percent limit

Run priority for reduced interactive jobs . . {nn, +nn}
Time slice adjustment . . . . . . . . . . . . {nnnn, +nnnn, —-nnnn)
Omit jobs with: User Home OR Subsystem

SHEILA QCTL

Fi=Exit F13=Night environment
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B Tuning
Interactive Jobs

B Setting the
Interactive Job
Tuning Interval

B Setting the CPU
Usage Threshold

Interactive job tuning is a way of finding users who are running batch
work interactively and assigning their job a lower run priority for the
duration of the batch work.

You want to tune interactive jobs to prevent high-utilization jobs from
taking over system resources and making the system perform poorly for
other users. The kinds of jobs that can cause problems include looping
jobs, compilations, complex queries, poorly written database applications
that access too many records, and various system tasks like displaying the
library QSY'S or displaying and searching large spool files.

To have Robot Autotune perform this function, you need to give it
permission to monitor for interactive jobs that need tuning and to supply a
few values. Robot Autotune needs to know how often to tune interactive
jobs, what percentage of CPU usage indicates jobs that need to be tuned,
and what run priority to assign these jobs. You can also specify
adjustments to the time slice allowed for the job, exclude jobs from
specified subsystems, and exclude user profile names from interactive job
tuning.

You set the interactive job tuning interval as a multiple of the tuning
interval. The smallest interactive job tuning interval is equal to the tuning
interval. The smaller the interval the more system resources are needed to
accomplish interactive job tuning. A larger interval may allow high
utilization, but short duration jobs to pass through the system unnoticed
(which may be desirable).

You set the CPU utilization rate that triggers interactive job tuning. We
recommend using 20% as a starting point.

To tune your interactive jobs more precisely, start by saving interactive job
statistics. Look at the range of CPU utilization caused by interactive jobs.
For example, if you find that your interactive jobs typically use

1-4% of the CPU, you could set your CPU utilization threshold to 5% to
detect jobs out of the normal range. (If you have a lot of programmers,
you might need to set a higher level of CPU utilization before job tuning is
invoked, maybe 10%.) The closer you set your threshold to the top of the
normal range for your system, the more sensitive the interactive job tuning
becomes.
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B Setting the Run
Priority

B Adjusting the
Time Slice

B Omitting Jobs
from Interactive
Tuning

B Saving Job
Changes

You also set the run priority for interactive jobs that are being tuned. You
can specify either a fixed value or a positive amount by which to change
the current run priority. Generally, you should set the run priority so it is
below the priority of all other interactive work and equal to or slightly
above the priority of batch work.

Note: A lower number reflects a higher run priority for a job.

Robot Autotune monitors for interactive jobs that need tuning. When it
finds an interactive job with a CPU usage above the threshold that you
specified and a very low transaction rate, Robot Autotune recognizes that
batch work is being done interactively. Robot Autotune automatically
changes the run priority for the job to the priority you specified or by the
adjustment specified. The job returns to its original run priority
automatically when Robot Autotune detects that the CPU usage percent
has gone below the limit and the transaction rate has increased.

In addition to changing the job’s run priority, you can specify an
adjustment to the time slice allowed for the job. If you enter a time slice
adjustment, the time slice is changed when the job’s run priority changes.
You can enter a specific value, or a positive or negative amount by which
to adjust the time slice. If you do not specify a time slice adjustment, the
current time slice remains in effect.

You also may have jobs that you want to exclude from interactive tuning.
Just enter the subsystem names in which these jobs run, or the user profile
names whose jobs should not be tuned, and Robot Autotune omits them
from interactive tuning.

You can tell Robot Autotune to save job change statistics. Robot
Autotune collects job change information for any interactive or server
jobs that are tuned. The statistics can be copied to a database file using an
option on the Auto Tune Reporting Menu. You can process these statistics
with your own programs.

Note: Job change statistics are saved in user space objects. When you do
a DSPLIB ATLIB, you will see them as *USRSPC objects that start with
the letters ATJT and end with the date they were created. The size of the
user space depends on the number of jobs and the sampling interval. The
maximum size is 16 MB. If Robot Autotune fills this space for a given
day, no further statistics are saved. A new user space for statistics is
created automatically the next day.
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B Saving Job Robot Autotune job statistics are similar to those obtained from the

Statistics WRKACTJOB command and are for your use. You may want to save
them for a while when you first install Robot Autotune to troubleshoot
problem jobs on your system.

You can display the job statistics by selecting an option from the Auto
Tune Reporting Menu. You can copy the accumulated statistics to a
database file and download them to a PC, or process them with your own
programs.

Job statistics are saved in user space objects. When you do a DSPLIB
ATLIB, you will see them as *USRSPC objects that start with the letters
ATIJS and end with the date they were created.

» The size of the user space depends on the number of jobs and the
sampling interval. The maximum size is 16 MB.

» If Robot Autotune fills this space for a given day, no further
statistics are saved.

* A new user space for statistics is created automatically the next day.

B Saving System Unlike performance statistics, we recommend that you stop saving job

Resources statistics as soon as you have identified problem jobs. Robot Autotune
uses system resources to save these statistics. If you want to continue
looking at job statistics, you can reduce the amount of system resources
used by having Robot Autotune automatically delete job statistics that
reach a certain age. Enter the number of days to retain statistics on the
Auto Tune Control Values panel.

Note: If you keep job statistics, we recommend that you keep at least two
days worth.
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Saving Job Statistics

Several fields on the Interactive Job Tuning Values panel allow you to specify if you want to save job
statistics and how to save them. Robot Autotune can track the statistics for the type of job you specify or for
all jobs, including system jobs.

Enter the number of tuning intervals between
Enter a Y to save job statistics. job statistics sampling. For example, if you
want to save job statistics every 300 seconds
and your tuning interval is 10 seconds, enter a
value of 30 in this field.

AT218 Auto Tune Interactive Job Tuning Value 11:13: 18
Day envirogment MICKEY
Type choices, press ENTER.

Soue job statistics . . . . (Y=Yes, H=Mo)
Humber of intervals between JDb sumpllng .
Types aof jobs to track . . . . . . . . . . . (<ALL, 1, B, U, R}

Allow interactive job tuming . . . . . . ./ (¥=Ves, H=Mo)
Save job changes . . . . (¥=Ves, H=Mo)
Intervals between |nteruet|ue JDb tunlng

Interactive job CPU percent limit

Run priority for reduced interactive jolfs . . {nn, +nn)
Time =slice adjustment . . . . . . . . Lo (nnnn, +nnnn, —nnnn)
Omit jobs with: User Home OR Subsyftem

SHEILA

Fi=Exit F13=Night environment

Enter *ALL to have Robot Autotune keep track of statistics for all
jobs on the system, including system jobs. Or, enter one or more of
the following options to track specific types of jobs:

| Interactive R Readers

B Batch W Writers

Page 48



Setup and Control

Entering Interactive Job Tuning Values

Enter a Y to allow interactive job tuning. Enter an N to
turn off interactive job tuning. In general, this field should
be set to Y unless you are recording job statistics and
you want to evaluate the effect of not having Robot
Autotune tune interactive jobs.

Enter a Y to save any changes
made to an interactive or server job.
You can copy the information into a
database file using an option on the
Auto Tune Reporting Menu.

AT214 Auto Tune Interac\ive Job Tuning Values 15:33: 18

Day enwv
Type choices, press ENTER.

Soue job statistics
Humber aof intervals between job sampling
Types of jobs to track

Allow interactive job tuning

Soue job changes

Intervals between interactive job tuning
Interoctive job CPU percent limit

Run priority for reduced interoctive jobs
Time slice adjustment
Omit jobs with: User Home

SHEILA

Fi=Exit F13=Hight envj

Enter the number of tuning intervals
between interactive job tuning. For
example, if you want to tune interactive
jobs every 100 seconds and your tuning
interval is 10 seconds, enter a value of
10 in this field. We recommend that you
use 10 as a starting point.

MiCKEY

1, B, U, R)
(¥Y=Yes, H=No)
(¥Y=Yes, H=Mo)

{nn, +nn)
(nnnn, #nnnn, -nnnn)

Enter the reduced run priority for
interactive jobs that are tuned. You
can enter either a specific value or a
positive amount by which to change
the current run priority. The default
is 50, which should work for most
systems.

Enter the CPU usage level that should trigger
interactive job tuning. You can use 20% as a
starting point. Valid entries in this field are 1 to 99.
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Entering Interactive Job Tuning Values

You can specify that the time slice allowed for a job be adjusted when
the job’s run priority changes. Enter either a specific value, or a positive
or negative value by which to change the time slice. If you do not
specify a time slice adjustment, the current time slice remains in effect.

AT214 Auto Tune Inferactive Job Tuning Values 15:33: 18

environment
Type choices, press ENTER.

Saue job statistics .
Humber of intervals between JDb sempl
Types of jobs to traock

Allow interactive job tuning

Sawve job changes

Intervals between |nteeuet|ue JDb tunlng
Interactive job CPU percent limit

Run priority for reduced interaoctive jobs .
Time slice adjustment . Coe e
Omit jobs with: User Hame OR Subsystem

Fi=Exit F13=Might environment

MICKEY

(¥Y=Yes, H=Mo)
(«ALL, I, B, U, R)
(¥Y=Yes, H=Mo)
(Y=Yes, H=Mo)

(nn, +nn)
{nnnn, +nnnn, —nnnn)

Jobs can be excluded from interactive job tuning.
Enter either the subsystems in which these jobs
run, or the user profile names whose jobs should
not be tuned, and Robot Autotune omits them

We recommend you omit your controlling
subsystem (QCTL in this example) from
tuning. In general, because of performance
considerations, you do not want to tune jobs
in your controlling subsystem.

from interactive tuning. You can enter multiple
user profile names or subsystem names.
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Robot Autotune lets you enter two different sets of performance factors and control values. These sets of
factors are designated the day and night environments. Robot Autotune automatically switches from one set
of factors to the other at the time you specify on the Auto Tune Day/Night Environment Control Values
panel.

Entering the Day/Night Environment Start Times

If you are a Robot Schedule user, you also can switch between environments by scheduling the ATLIB/
CHGATSCH (Change Auto Tune Schedule) command with the appropriate time parameters.

( ATCHNU fluto Tune Control Values Henu 18:12;22 )
IMICKEY
Select one of the following: Enter option 3 on the Auto Tune
1. Enter the contral values Control Values Menu to display
2. Enter the interactive job tuning values .
3. Enter the doysnight environment start times the Auto Tune Day/nght Control
4. Enter the seruer job tuning uaolues

Values panel.

L—1 Or, type the command ATLIB/
CHGATSCH and press F4 to
access the prompt panel from
any command line.

Selection or
===3 3

F3=Exit Fé=Prompt F6=D5PHSE F9=Retrieve Fi2=Previous
lelcome to Auto Tune!

AT218 Auto Tune Day/Might Control Values 1@:21:17
MICKEY

Type choices, press ENTER.

Time ta start night enuvironment . . . . . . . 17:3A:A8 (hh:mm:ss)
Time to start day enuironment . . . . . . . . _6:38:88 C(hh:mm:ss)

Fi=zExit
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Entering the Day/Night Environment Start Times

Use this panel to specify the time to switch to your night performance factors and back to your day factors.
This switch affects all standard and dynamic pool performance factors and control values except the day/

night start times.

Enter the times to start the specified environment in
hour, minute, second format using a 24-hour clock. If
you don’t want Robot Autotune to use different sets of
performance factors, enter the same time in each field
and Robot Autotune will use the day environment
factors all the time.

AT218 Auto Tune Day/Hight Control Values 1@:21:17
MICKEY

Type choices, press ENTER.

Time to start night enuironment 17:36: 868 Chh:mm:ss)
Time to start day enuironment 6:38:88 C(hh:mm:ss)
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Entering Server Job Tuning Values

Robot Autotune allows you to adjust iSeries server (communication and batch) jobs through the Auto
Tune Server Job Tuning Values panel. Consider having Robot Autotune manage those jobs that tend to use
large amounts of CPU. These can include jobs that run in QSYSWRK, QUSRWRK, QCMN, and even
ATMONITOR.

Use this panel to turn server job tuning on or off. If you turn it on, you then can specify changes to the run
priority of a job, the time slice, and the subsystems that contain the jobs to be tuned.

([ ATCHND Auto Tune Control Values Henu 1a:12:22 )
MICKEY

Select one of the following

Enter the control values

1.
2. Ent the int ti job tuni | .
3 Enter the doy/night environment stant tines Enter option 4 on the Auto Tune
4. Enter the server job tuning values ContrOI ValueS Menu tO dISplay
the Auto Tune Server Job Tuning
— | Values panel.

Selection op mi
=== 4

Fi=Exit F4=Prompt Fo=D5PH56 Fi=Retrieve F12=Previous
Welcome to Auto Tune!

AT218 Auto Tune Server Job Tuning Values 13:58:5¢%
MICKEY

Type choices, press ENTER.
Allow seruer job tuning . . . . . . . . . . . (Y=Yes, N=No)

Server job CPU percent limit . . . . . . . . 28
Run priority for reduced server jobs . . . . 15 {nn, +nn)

Time slice adjustment . . . . . . . . . . . . (nnnn, +nnnn, =nnnn)

Include jobs from subsystems: QCHH NSERUER N5YSURE
ATHOH I TOR

F3=Exit F15=NHight environment
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Entering Server Job Tuning Values

Specify if you want to allow Robot

Enter the run priority for server jobs being tuned. You can enter
either a specific value or a positive amount by which the run
priority will be changed. The job is adjusted by changing the run
priority to the specified value or adding the value to the job’s
current run priority. The job’s original run priority is restored when
the CPU usage falls below the specified percent value.

Autotune to tune server jobs.
Enter a Y to allow tuning; enter an
N if you don’t want Robot
Autotune to tune those jobs.
Robot Autotune uses the same
tuning interval for server jobs as it
does for interactive jobs.

AT218

Auto Tu

Specify the percent of CPU usage that
should trigger server job tuning. When
the CPU usage reaches the percent
you’ve specified, the server jobs’ run
priority is reduced.

e Server Job Tuning Valugs

Type choices, press ENTER.

Allow server job tuning

{¥=Ves, H=Ho)

Server job CPU percent limit . . .

Run priority for reduced seruver jobs
Time slice adjustment

Include jobs/from subsystems: [QCHH

Fi=Exyt

{nn, +nn)
{nnnn, +nnnn,

NSERVER A5YSHRE

ATHOMITOR

13:58: 54
MiCKEY

-nnnnJ}

F13=Night environment

You can specify that the time slice allowed
for a job be adjusted when the job’s run
priority changes. Enter either a specific
value, or a positive or negative value by
which to change the time slice. If you do not
specify a time slice adjustment, the current
time slice remains in effect.

Enter the subsystem names of the jobs that
should be tuned. Include any subsystems
that contain batch or communication jobs.
All the jobs in the specified subsystems are
eligible for tuning.

Page 54




Setup and Control

Accessing Automatic Setup of Performance Factors

You can access the Auto Tune Setup panel two ways. When you first install Robot Autotune, select option 1
on the Auto Tune Menu to display the Automatic Setup panel. This panel is designed primarily for the initial
setup of Robot Autotune. If you are setting up the product for the first time, follow the instructions in the
Getting Started section of this User Guide.

In general, if your system setup changes, you can make all the adjustments you need by referring to the
Performance Factors and Activity tables and entering the information on the Auto Tune Performance Factors
- Standard Pools panels. For example, if you added three new printers to the QSPL subsystem, you would
increase the Maximum Pool Size field value by three times 80 K, or 240 K (according to the table), and
press Enter to record your changes.

However, if you want Robot Autotune to recalculate performance factors for a// subsystems, select option 4
on the Auto Tune Menu to return to the Auto Tune Automatic Setup panel, then press F10. Robot Autotune
recalculates pool sizes and performance factors for all subsystems (even if you haven’t made any changes).
Any adjustments you have made to Robot Autotune's automatically calculated values will be overwritten and
must be reentered. It is a good idea to have a printout of your performance factors before making changes
using this panel. You can exit the panel without causing any change by pressing F3.

é ATH Auto Tune Pool Tuning Henu 15:56:48 \
RATNEA MICKEY
Setup and Centrol: 1. Enter the stondard pool performance foctors
2. Enter the dynamic pool performance foctors
3 Control Ualues Menu A
4. Automatic setup of performance factors Enter a 4 On the Command Ilne tO
Oporation: 5. Stort the moniter display the Auto Tune Automatic
6. Cancel the monitar
7. Disploy the monitor status #ACT [VE*
8. Reset subsystems to original walues / Setup panel
finalysis: 9. Mork with System Status (HRKSYSSTS)

18 Uork with Active Jobs (URKACT
11. Auto Tune Reporti
©d Pools (WRKSHRPOOL)

F3zExit Fé=Prompt Fo=D5PNS6 F9=Retrieve F12=Previous
Uelcome to Auto Tume!

. J
( )
AT148 Auto Tune Automatic Setup B 54: 59
Oay environment MICKEY
Type options, press Enter
1=Display pool sharing
A= Humber of ———————— + Compiles? Backup?

Opt Subsystem and Pool |Id  UWorkstations Printers Botch Jobs (Y, N2 (Y, H)

_  *BASE 16 2 ¥ ¥

CUSTONERS QGPL 2 3 H H

PAYROLL NGPL 2 2 H H

*|MTERACT 15 H H

Press F10 to recalculate the performance T xsponL 5 i i
. . SHRPOOLA 2 H H

factors for all subsystems. This will over- ~ rhPoOL2 i M
ride the current values. - TeHRRILS Lo t

Fi=Exit F7=WRKSYSSTS F9=Subsystem l|ibrary search 1St~ F18=Count jobs
F13=Hight environment

. J

Page 55



Notes:

Page 56



Operations

Page 57



Operations

Operating Robot Autotune

Performance Readings
of Memory Pools and
Interactive Jobs

Pool Performance

Factors Set Up to

Customize Robot/
AUTOTUNE to Your

Control Values to
Manage the Operation
of Robot/AUTOTUNE

System

Robot/AUTOTUNE
Monitor
(Expert Tuning System)

Changes Memory Pool
Sizes Based on Usage
and Priorities You Set

Changes Activity Levels
Based on Usage and
Priorities You Set

Changes Run Priority
and Time Slice of
Interactive and Server
Jobs Based on Usage
and Priorities You Set

Creates History of

Robot/AUTOTUNE
System Changes and
Performance Statistics
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B Operating Robot
Autotune

B Security and
Authority

B Starting the
Monitor

B Stopping the
Monitor

Robot Autotune is designed for easy operation by automating some
functions and entering commands for others. Once you have Robot
Autotune set up and running, you can perform many functions without
accessing the Auto Tune Menu. If you prefer, you can use the menu to
perform the functions. For example, we recommend that you start and stop
Robot Autotune automatically each time you start up or power down your
system.

Anyone who has QPGMR authority can run Robot Autotune. If
you want to restrict certain parts of Robot Autotune, refer to the
Diagnostics section of this User Guide.

To start Robot Autotune automatically, put the following command in your
startup program:

ATLIB/STRAT
MONMSG MSGID(ATI0035)

The first command starts Robot Autotune; the second command monitors
for a specific Robot Autotune message—ATI0035. This message (“Not
authorized to ATMONITOR subsystem description.”) indicates the person
who tried to start Robot Autotune is not authorized to do so. By
monitoring for this message, you can find out if Robot Autotune failed to
start as part of your startup procedure. Robot Autotune runs in its own
subsystem (ATMONITOR) so it will not interfere with the rest of your
operations.

You can start Robot Autotune manually using its menu. Look at

the status of the Robot Autotune subsystem next to option 7 on the Auto
Tune Menu. If Robot Autotune is inactive, start it by selecting option 5,
Start the monitor. The status changes to Started, and then Active. The
iSeries command, STRSBS ATMONITOR, will not start Robot
Autotune and the ATMONITOR job correctly.

You can automate the process of cancelling the monitor by including
the command ATLIB/ENDAT or ATLIB/CNLAT in your power down
procedures or program.

Note: The ENDAT command is the same as the CNLAT command used
in previous versions of Robot Autotune. If you have the CNLAT
command in your procedures or programs, you can continue to use it.
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B Starting and
Stopping
Subsystems

B Robot
Autotune
Makes No
Permanent
Changes

B Resetting
Subsystems to
Their Original
Values

To end the monitor manually, enter the command ATLIB/ENDAT or
ATLIB/CNLAT from a command line, or select option 6 from the Auto
Tune Menu. Whenever the Robot Autotune monitor is cancelled, Robot
Autotune automatically restores pool sizes and activity levels to those
contained in your subsystem descriptions, if possible. You should always
end the monitor before you power down the system.

Note: We recommend that you stop and restart the ATMONITOR job
on a regular basis. This clears entries in the job log and prevents it from
becoming too large.

You can still start and stop subsystems just as you always have as long as
those subsystems are described to Robot Autotune. However, with Robot
Autotune, you have a better and easier method: keep the subsystems active
all the time. Reduce the minimum pool size in Robot Autotune according
to the minimum values recommended in this User Guide. Then, when the
subsystems are used, Robot Autotune increases or decreases the pool sizes
as needed.

Even though Robot Autotune continually changes pool sizes and activity
levels, it makes no changes to subsystem descriptions. When you start up
your subsystems, the initial pool sizes and activity levels are set as
indicated on the subsystem description. If you notice that Robot Autotune
drastically changes the initial values after startup every day, you should
change the subsystem descriptions so they are close to what Robot
Autotune averages.

Occasionally, you may want to overrule the settings made by Robot
Autotune and reset all your subsystems to their subsystem descriptions.
Robot Autotune provides three ways to do this:

1. Cancel the Robot Autotune monitor by entering the command
ATLIB/ENDAT or ATLIB/CNLAT, or by selecting option 6 on the
Auto Tune Menu. All pool sizes and activity levels will be set back to
your subsystem descriptions, if possible, and tuning will stop.

..Or

2. Execute the command ATLIB/RESETSBS from the command line.
This sets all pool sizes and activity levels back to your subsystem
descriptions (tuning continues).

.. OF

3. Select option 8 on the Auto Tune Menu to reset subsystems to their
original values (tuning continues).
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B Changing
Performance
Factors with a
Command

Robot Autotune provides a command, CHGATPF, to change
performance factors from outside Robot Autotune. This command is
especially useful if you have a high priority job that uses a lot of memory.
By placing this command as the first step in a program, you increase

the maximum batch pool size and the pool priority for the job. Robot
Autotune still reduces the actual pool size automatically if memory is
unused (no matter how high the maximum is set). Use the command with
your normal settings as the last step in the program to return the settings to
normal.

The default for the CHGATPF command parameters is *SAME, which
will not change the particular setting. The library defaults to QSYS. You
can specify the special value *CURRENT for the SBSD parameter. This
allows Robot Autotune to change the pool that the job is in.

For example, you might change a few values, as follows:

r 3
Change AT Performance Facters (CHGATPF)
Type choices, press Enter.
Enwironment to change: . . . . . *CURREHT *CURRENT, *HIGHT, *DRY
Subsystem Description Home: . . *SHRPOOLT Hame, *CURRENT, #*BASE..
Library nome: . . . . . . .. o Hame
Subsystem pool id or *0YH: . . . 1 1-18, #*0OYH
Work Type: . . . . . . . . . .. *SAME c, b, i, *SANE, », w, C, B..
Pool size minimum: . . . . . . . #5SANE Character uvalue, #*5AHE
Fool size maximum: . . . . . . . > _SH8 Choracter ualue, *5AME. . .
Pool size shift amount: . . . . » 28 Character value, *SAME
Fool size Performance Foctor: #SANE 1-18, *SAME
Activity level minimum: . . . . *SAME Humber, *SANE
Activity level Perf. Factor: . . *SANE 1-18, *5AME
Max active jobs from jobg: . . . ¥SANME 1-62, *SAME
Expert cache: . . . . . . . . . *SANE *SAME, ¥, H
Job queue manager low limit: . . #SANE B-62, *SAME
Job queue manager high limit: . *SAME 1-62, *SANE
Boitom
Fi=Exit Fé=Prompt F3=Refresh Fi12=Cancel F13=How to use this display
F24=Nore keys
\. J
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B Changing Control
Values with a
Command

B Backing
Up Robot
Autotune

B Recovery Site/Hot
Site Restoration

Robot Autotune also provides the CHGATCYV command to change the
control values. You might schedule this command in Robot Schedule to
save statistics the second Tuesday of every month so that you can have a
record of the load on your machine. The default for the CHGATCV
command parameters is *SAME, which will not change the particular
setting.

For example, you could use the CHGATCYV command to change some
control values, as follows:

4 )
Change AT Contrel Values (CHGATCU)
Type choices, press Enter.
Environment to chonge: . . . . . *CURREHT #CURRENT, #*MIGHT, =*DAY
Tuning interval {seconds}: . . . » 18 5—368E, *SANE
Ho. of intervals to auerage: . . > 5 1-18, *SAME
Save statistics: . . . . . . . . *POOL *PO0OL, =*JOE, *MOME, =*SANE
Job saue interuvals: . . . . . . > 5 Humber, #*SAME
Job types to track: . . . . > ¥ALL #ALL, |, B, U, *SAHE, R
Allaw adjustments: . . . . . . . *SAME *HMOME, *BOTH, *PS5, *AL, *5AME
Uit after chonge {(seconds): . . > 18 2-999, *5AME
Days to retain statistics: . . . > 3 1-988, =*SAMNE
Maximum dynamic pools: . . . . . *SAME 1-62, *5AME
Allow job tuning: . . . . . . . *SANE *YES, #NHO, #*SANE
Job tuning intervals: . . . .. *SAME 1-999, *SAMNE
Job tuning CPU percent: . . . . *SAME B-1HA, *SAME
Job tuning reduced priority: . . *SANE nn, +nn, *SAHE
Save job tuming chamges: . . . . *SAME *YES, *HO, *SANE
Job tuning time slice: . . . . . *SAME nnnn, +nnnn, —nnnn,  *SAME
\ More... J
(.Joh tuning omit user{s): . . . . *¥SAME Hame, *SAME A
+ for more values
Job tuning omit subsystem{s): . *¥SANE Hame, #*3AME
+ for more values
Al low server job tuning: . . . . *SAME *YES, *HO, *SANE
Server job tuning CPU percent: *SAME B=-18@, *SANE
Server tuning priority: . . . . *SAME nn, +nn, *SAME
Server tuning time slice: . . . *SAME nnnn, +nnnn, —nnnn, *SAME
Seruver tuning subsystemis): . . *¥SANE Hame, *SAME
+
\ for more values y

After you have installed and configured Robot Autotune, you should
cancel the monitor and save the ATLIB library. There is no need to back
up Robot Autotune on an ongoing basis, but you should back up ATLIB
whenever you change your setup.

If you are conducting recovery site or “hot site” testing, install and
configure Robot Autotune as a new installation—do not restore ATLIB at a
recovery site.
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You can use the Auto Tune Menu to perform the major operational functions of Robot Autotune. From the
Auto Tune Menu, you can:

Using the Menu to Operate Robot Autotune

Start the Robot Autotune monitor
Cancel the monitor

Display the monitor status

Reset subsystems to their original values

Select option 6 to cancel

Select option 5 to :
the monitor.

start the monitor.

ATH Auto Tune Pool Tuning Henu 17:21:08
RETMEE IMICEEY

Setup and Contkol: . Enter the standard pool perform
Enter the dynomic pool perfopMmonce foctors
Contral Ualues Menu
Automatic setup of perfogmance factors

Operation: . Start the monitor
Cancel the monitor
Display the monitor stotus # |MACT [LUE*
Reset subsystems to original walues

Analysis: . Mork with System Status (HRKSYSSTS)
Hork with Active Jobs (HRKARTJOE
Auto Tune Reporting Menu
Hork with Shored Pools (HRKSHRPOOL?

Selection or cgmmand

===:
/

Fi=Exit F¥=Frompt Fo=D5PH56 F9=Retrieve F12=Frevious

Select option 8 to have Robot Autotune
attempt to reset all subsystems to match their
subsystem descriptions and continue tuning.

Use option 7 to display the ATMONITOR subsystem’s jobs. The status of the ATMONITOR job in the
ATMONITOR subsystem is always listed next to this option. Possible statuses are:

Inactive The monitor is not active. You can start it by selecting option 5.
Started The monitor subsystem has been started but has not yet completed its startup procedures.
Active The monitor is active and tuning.

When you select option 7, the IBM OS/400 Work with Subsystem Jobs panel displays showing you
more detail about the subsystem and allowing you to perform various operations.
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Performance
Refinement Guide

Prerequisites:
Before you use this Performance Refinement Guide, you should do the following:

* Read the previous sections of this User Guide.

*  Verify that the following subsystems—QINTER (interactive), QSPL (printers), and QBATCH (batch
jobs)—are in separate pools.

» Install Robot Autotune and complete the Automatic Setup of Performance Factors.

* Run Robot Autotune for at least 20 minutes.

If you have this problem: First, do this: Then, try this:

Batch jobs do not get
enough memory to run the
jobs. The batch pool does

Give the batch pool higher
priority than the interactive pool
(QINTER or *INTERACT).

not reach its maximum pool
size.

Batch jobs run too slowly.

Batch jobs drag down the
performance of the interac-
tive jobs.

Check to see whether batch
pools are reaching their
maximum size. If they aren't,
see the above solution.

If you are using dynamic
pools, the maximum size
of the batch pool is too low.
Raise it 2-3 MB, or more.

If you are not using dynamic
pools, use them. Set the
maximum size of the batch
pool to 5 MB, or more.

If you are not using dynamic
pools, use them. Turn to
the Advanced Performance
Tuning section of this Guide
for more information.

If you are using dynamic
pools, the maximum size
of the batch pool is too
high. Reduce the size in
increments of 3 MB until
you get the interactive
performance you want.

Use Robot Schedule run your
batch work when system
activity is lower.

Use Robot Schedule to run
you batch work when system
activity is lower.
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Refinement Guide

If you have this problem:

First, do this:

Then, try this:

Batch jobs terminate
abnormally with a message
that there is not enough
memory to do a system
function.

Batch, interactive, and
printer jobs run too slowly.

It takes too long for users to
sign on.

Remote users need better
response time.

Interactive jobs have bad
response time even when no
batch jobs are running.

Printers stop in the middle of
printing a report.

Increase the minimum pool size
for the batch pool (QBATCH) by
3 MB. If saves are done in batch,
the minimum pool size should be
5 MB or more.

* Make sure both the
ATMONITOR subsystem and
the ATMONITOR job within
the subsystem are active. If
they aren’t, start them.

* Increase the minimum pool
size of *"BASE by 20%.

Raise the minimum activity level
for the interactive pool by 1 or 2.

Have Robot Autotune
manage your server and
communication jobs.

Check the minimum activity level
listed for your interactive pool on
the Standard Pools Performance
Factors panel. If it is substantial-
ly above the minimum listed on
the Pool Size Factors Calcula-
tion Chart, reduce it by entering
a lower number.

Raise the minimum activity level
for the printer pool (QSPL or
*SPOOL) by 1 or 2.

* If you are using IBM iSeries
Access for Windows,
increase the activity level
PF of the *BASE pool by 1.

+ Let Robot Autotune manage
your server jobs by turning
on server job tuning.

* Make sure the machine
pool size is correct.

« Make sure the interactive
maximum pool size is set
at *AVAIL.

» If your disk utilization
is over 88%, consider
purchasing another disk
drive. If not, add more
memory.

Raise the printer pool maxi-
mum by 1 MB, or more.
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If you have this problem:

First, do this:

Then, try this:

Dynamic pools are running in
System Pool 2 (*BASE).

Job queues are assigned to
run in dynamic pools, but
they are still running under
the batch subsystems.

Some subsystems are not
showing up on the Auto Tune
Standard Pools Performance
Factors panel.

System Console is receiving
messages saying subsystem
ineligible.

Pool sizes and activity levels
are not changing.

Check to see if both the
ATMONITOR subsystem and
ATMONITOR job within the
subsystem are active. If not, start
them.

Start the ATMONITOR
subsystem before you start

the batch subsystem. Dynamic
pool job queue entries are
defined to both the ATMONITOR
subsystem and the batch
subsystem. The subsystem

that is started first is assigned
the job queue by the operating
system. If you assign all the job
queues in the batch subsystem
to dynamic pools, you don’t need
to start the batch subsystem.

Enter a 1 in the Opt field next
to any subsystem with an Opt
field to display the list of pools
that share the pool. You may
find the subsystem that didn’t
show up is sharing a pool like
*BASE, INTERACT, or *SPOOL.
Refer to “Getting your iSeries in
Tunable Condition” if you need
instructions about putting an
existing subsystem in its own
pool.

Raise minimum activity level by
1-2in *BASE pool.

Check to see that both the
ATMONITOR subsystem and the
ATMONITOR job are active. If
not, start them.

Check to see if all the system
pools are being used. When all
64 system pools are assigned
to subsystems or dynamic
pools, additional dynamic pool
jobs run in System Pool 2
(*BASE).
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If you have this problem:

First, do this:

Then, try this:

Installed a new iSeries (or
upgraded one) and Robot
Autotune doesn’t work.

Robot Autotune ended
with the error MCH1002.

MCHO0603 occurs when
starting Robot Autotune.

Robot Autotune went down
and ATCTLQ was damaged.

Upgraded 0S/400 and Robot
Autotune doesn’t work.

We try to capture statistics
at the busiest time of day on
a large, busy system. The
user space for storing
statistics f lls up before we
get to the part of day | am
interested in.

Changing the serial number or
the model number of the system
requires a new security code.
Contact Robot Technical Support
for assistance.

Check to see if the following
objects are owned by
QSECOFR: AT200S and
AT400S. If not, change
ownership to QSECOFR.

Go to the Auto Tune Menu.
Select Option 1 and press Enter.
Then select Option 2 and press
Enter.

Take screen prints of options

1, 2, and 4 from the Robot
Autotune main menu, and take
screen prints of all three control
value panels under option 3. Call
ATRESET to delete and re-create
the data queue. Then, reenter
your performance factors and
control values from the screen
prints.

Call Robot Technical Support.
Since Robot Autotune works so
closely with the operating system,
a different release is required
when you upgrade.

Robot Autotune creates the user
spaces for statistics at the time
the day environment begins.
Make your control values for the
day and night environments the
same temporarily. Begin the day
environment close to the time of
day for which you want to capture
statistics.

You may have a security code
problem. Check your Security
code and call Robot Technical
Support for assistance.

You may have a security code
problem. Check your Security
code and call Robot Technical
Support for assistance.
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Robot Autotune

Statistics

Printing and Displaying Robot Autotune Statistics

2ol Peronma ce
Ferlommeance Beadngs Fadws S Up lo
T Koy Mn0ls ani CAUStomiFT okl
Irtrractide Johs ALITOTLIMF 0 Your

Conlrol Values [0
MEnage e Cperarinn

nf Ronam/&LTAOTUHNFE

Syatem

Robot/AUTOTUNE
Monitor
(Expert Tuning System)

Changes Run Crioty
and Time: Sline of

CAcAles Histary of

Ciham qes I-."h':mnr'_.,-' R ChiR nojrs Artivity | ovcls

SFCS B ar LEage Fasmn an il .GFI‘.]I': anc MICTACTIVE: And Semnr . IEDI’!NJL.'-':L'EIJETDTI ':::
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Robot Autotune
Statistics

Working with Robot Autotune Statistics

The third major section of the Auto Tune Menu offers easy access to three IBM commands—WRKSYSSTS,
WRKACTJOB, and WRKSHRPOOL, as well as access to a separate reporting menu. This reporting menu
allows you to display Robot Autotune statistics at your workstation, print them, or place them in an iSeries

database file for use by

customer-written applications or queries. In addition, you can use Robot Monitor,

the performance monitoring software from Fortra, to access and graph some of these statistics.

Enter option 9 to Work with Enter option 10 to Work with
System Status (WRKSYSSTS). Active Jobs (WRKACTJOB).

ATH
RETMEE

Setup and B

Operation

Analysis:

Selection

===3

Auto Tune Pool Tuning Henu 17:21: 68
MICKEY

Enter the standord pool performonce factors
Enter the dynamic pool performonce factors
Contral Ualues Menu

Automat ic setup of performance factors

: . Start the monitor
Cancel the monitor
Oisplay the monitor stotus # |MACT | UE*
Reset subsystems to original walues

Hork with System Status (WRESYSSTS)
Hork with Active Jobs (WRKACTJOE)
Auto Tune Reporting Menu

Hork with Shared Pools (WRKSHRPOOL?

aro com \\

/ \

Fi=Exit

FésPrompt Fo=D5PH56 F9=Retrieve F12=Prev Nous

Enter option 11 to display the Enter option 12 to Work with
Auto Tune Reporting Menu. Shared Pools (WRKSHRPOOL).
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Statistics

Accessing the Auto Tune Reporting Menu

If you told Robot Autotune to save statistics on one of the control value panels, the Auto Tune Reporting
Menu allows you to display or print these statistics or to copy the statistics into a database file. You can also

print setup information from this menu.

( ATH
RE7THER

Auto Tune Pool Tuning Henu

Setup and Control:

1
2
3. Control Ualues Menu
4

ing Menu

Selection op
=== 11

Operation: 5. Start the monitor

6. Cancel the monitor

T Display the monitor status

. Reset subsystems to original walues
finalysis: 9. Hork with System Status (U

15:58:48 h

MICKEY

Enter the standard pool performance factors
Enter the dynamic pool performance factors

Automatic setup of performance factors

*ACT IUE#*

Shared Pools (WRKSHRPOOL}

Helcome to Auto Tune!

F3i=Exit F4=Prompt Fo=D5PHSE F9=Retrieve F12=Previous

Select option 1 or option 2 to display
Robot Autotune statistics on your

workstatiqn.

Enter option 11 to display the
- Auto Tune Reporting Menu.

Select option 6 to print Auto
Tune Performance Factors and
Control Values that you have set
up. You can print these values
and save the print out in case
setup values change.

AYREPORTS Auto Tune Reporting Henu

Select one of the follovwing:

Display Statistics
1. Stotus values
2. Job summary

Print Statistics
Status uvalues
Summary report

Memory demand

Selection or command

MICKEY

Print Auto Tune Setup

f.

Performaonce foctors/conterol uaolues

Copy Statistics to file

T.
a.
9.

Stotus uolues
Job detail
Job changes

Fi=Exit F4=Frompt Fa=D5PH56

Uelcome to Auto Tune!

Select options 3, 4, or
5 to print statistics.
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Robot Autotune
Statistics

Display Auto Tune Statistics Prompt (DSPATDTA)

If you want to display or print Robot Autotune statistics, you can choose options 1 through 5 on the
Auto Tune Reporting Menu. After you select the menu option, the Display Auto Tune Statistics
(DSPATDTA) prompt panel displays. Use this panel to enter the date and time period for the statistics
to be displayed on your workstation or printed in the report.

( ATREPORTS

Select one of the following:

13:56:27 )
M1 CKEY

fiute Tune Reporting Henu

Display Statistics
1. Status values
2. Job summary

Print Statistics
3. Status values
4. Summary report

Print Auto Tune Setup
6. Performance factors/control

Lo ics to file
7. Stotus values
d. Job detail
9. Job changes

5. MNemory demand

Selection or command

===3

F3=Exit Fé=Prompt Fo=D5PHSE

Welcome to Auto Tune!

F9=Retrieve

F12=zPrevious

Select options 1 to 5 to display or print
Robot Autotune statistics. Each time, the
DSPATDTA prompt panel displays and
you enter the date and time periods for
the statistics (as shown below). Press
Enter to continue.

Display Auto Tune Statistics (DSPATDTA)

Type choices, press Enter.

Time period{s) for statistics:

Start dote

Start time

*CURREHT

¥AUAIL
*AUAIL

+ for more Malues _

Fi=Refresh

F12sCancel

Enter a start date in system date
format. The default, *“CURRENT,
gives you the current date.

Enter a plus sign (+)
in this field to specify
multiple time periods.
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Time,
Time,

Bottom
F13zHow tY use this display

Enter a start and end time for the
statistics (for example, enter 3:30 p.m.
as 153000). *AVAIL lists all available
statistics.




Robot Autotune

Statistics

Displaying Status Values

Select option 1 on the Auto Tune Reporting Menu to display status values.

( HIBEPURI S Hulu Tune Bupweslinyg Aeun 11D £ )
e

felert ane nf the fallowing:

Uimpluy Slolislivs Fi*inl Hulu luime Selup
STctus salies =] Merformance factorsfcortrol ualaes
? dntb =ummar: H H
- Copy Stotistiss to file Select optl(.)n.1 to c.ils_play Status
fiet Stetictice o Titus s Values statistics. Fill in the date and

K Srtus anlias 1 Jdnk rhranes
4 SummarL ropar.
b Mamary danw ol

— | time range on the DSPATDTA panel
and press Enter to display the Auto
Tune Pool Statistics - Status Values
panel.

Selan~in copr

F3=Cxit M=rronpt Fh=05MASG Ma=MNetrigus MZ2=MPrauvious

\. J

AT311 Auto Tune Pool Statistics — Status Values 14:58: 13
MICKEY
Collection DatefTime: /8363 14:43: 45 CPU %: 1.2 Inter X% 1
M5 total: 131872
Pool Act + Status Ualues —+ += Shift ——+
Subsystem 10 Size Lwl Flts/sec u=1/0-U Size Lul

*MCH al1z2e8 . 1824
*BASE 36665 1.1 1624
*5SPOOL 256 4
*|NTERACT JaTze 1824
*SHRFOOLT a1z2@ 1824-
*SHRFOOLZ 3128 2356—
CUSTOMERS 1HZ4 T2H-
FPAYROLL 1824 . 1824

Fi=Exit ENTER=Next period

The pool size (in KB)
at time of reading.

Press Enter to display the
statistics for the next period.

The activity level at
time of reading.
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Displaying Status Values

The database and non-database faults per second rate. See the
appropriate IBM documentation for information about faulting
guidelines and acceptable fault rates for various systems.

Indicates the amount of the
total main storage (memory)
available to the system in KB.

Indicates the percentage of total CPU and the percent
of CPU used by interactive jobs in the system.

Auto Tune Pool atistics = Status Ualues

Collection Date/Nme: /83783 N 4345 CPU ¥: 1.2 Inter ¥
MS tatal: 131872
Pool += Status Ualues -+ +== Shift ———+
Subsystem 10 Size Nl ts/s5ec u-1/0-U Size Lel

*MCH 21268 . 1HZ4
*BASE 36665 . 1824
*SPO0L 256 4
# |MTERACT 38728 1624
*SHRPOOL1 a1z2@ 1824-
*SHRPOOLZ a1z2@ 2356—
CUSTONERS 1624 T2E-
PAYROLL 1HZ4 Z. 1HZ4

Fi=Exit Fi=Prior period ENTER=Next period

Shows the value of the wait-to-ineligible transition
rate divided by the active-to-wait transition rate. See
the appropriate IBM documentation for a complete
discussion of acceptable values for various systems.

Robot Autotune adjustments
made to pool size and activity
level based on this reading.
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Displaying Job Summary Statistics

Select option 2 on the Auto Tune Reporting Menu to display job summary statistics.

( ATRFPNRTS Autn Tune Repnrtinng Aenn 11: AR )
FICKES

Sulvcl mmw ul L lollowing:
Nisplay Statisties Print Autn Tune Setop

1. Flalis vi.ucs 3. “erfarrcice faclarsszonl-ol salizs

2. Jub =unmary

Copy Statistics 1o file . .
T Atatis e oues Select option 2 to display Job

Frint S5totistics 3. Job de.ci. . . A

4o dtutas v ues 400 dub Shu gus Summary StatIStICS Fl” In the date

Surmary ~epc-t
leresy faaard

and time range on the DSPATDTA
panel and press Enter to display the
Auto Tune Pool Statistics with Job
Summary panel.

H

F3=Exit F4=Pronpt FG=D5FPHS6 F2=Rctricvc Fl12=Previous

. J

Faults at time of reading. ‘ ‘Activity level at time of reading.

Auto Tune Pool Statistics with Job Summary 18:51:89
MICEEY

Collection date/iNme: 3/25/83\ H:18:14 CPU %: J2.8 Inter %
NS total: , Act A-U/ += Change -+
Subsystem 1D i2e Flts Lel W-I Siz Lwl Jobs  Trans Auxio

*¥MCH . 1824 2 223
*BASE . 1824 a3 TE
*5PO0L

# |MTERACT

*SHRPOOLA

*#SHRPOOLZ

CUSTONERS

PAYROLL

Fiz=Exit Fi=Prior period Fi=Jbdb detail Fi=5kip to job stats
ENTER=Hext period

Press Enter to display the Pool size (in KB)
statistics for the next period. at time of reading
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Indicates the amount of the
total main storage (memory)
available to the partition in KB.

Indicates the percentage of total CPU and the percent of
CPU used by interactive jobs in the partition.

Auto Tune Pool Statistics with Job Summary

Collection datk/time: 3/25/83 B:18:14 CPU X%: 2.8 Inter X%

M5 total: 131872

fict A-Wf + Change —+

Subsystem 1D Size Flts Lel H-=I Siz Lwl Jobs  Trans  Auxio

*MCH 36328
*BASE 3T632
*5SPO0OL 268
*|HTERACT JaTze
*SHRFOOL1 4696
*5SHRFOOLZ 1436
CUSTOMERS 2 364
FPAYROLL 2 64

Fi=Exit F=Prior period
ENTER=Next period

1624 28 223
1824 a3 TE

1945-
1132-

1824

Fi=Job detail Fi=5kAp to job

Robot Autotune adjustments
made to pool size and activity
level based on this reading.

Number of interactive trans-
actions at time of reading.

Number of auxiliary inputs/

Number of jobs at time
of reading.

outputs (reads/writes to disk)
at time of reading.
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Displaying Job Detail

You can view detailed job summary statistics for jobs at certain intervals if you have selected to save job
statistics on the Auto Tune Interactive Job Tuning Values panel. F7, Job Detail, will appear on the Auto Tune
Pool Statistics with Job Summary panel according to the “number of intervals between job sampling” value
you have entered on the Control Values panel. The values that appear are collected between job summary
intervals. For instance, if you enter 30 as the number of intervals, the Job Detail function key option is
available for every 30th collection interval.

( aT3ze futo Tune Pool Statistics uith Job Sunmary 14:23:59 )
HICKEY
Collection date/time: 11/B85/95 11:17:45 CPU %: 19.5
fct A=/ + Change +
Subsystem 1D Size Flts Lvl W-1 Siz Lvl Jobs Trans Auxio
*[CH 31252 4.3 1668 27 i i i
o Sliads ” il 210 Press F7 tlo view Qetalled job
¥5POOL 256 1 summary information.
*|NTERACT 24812 2 18AA- 2 27 1292

F8 toggles you directly to the
%interval that contains job detail

/ statistics.

Fi=Exit F5=Prior period F?=Job detail F=5kip to job stats
ENTER=Next period

\_ J
Auto Tune Job Detail 14:48:32
MICKEY
Collection date/t ime: /8383 14:43: 55 CPU %: 319 Inter ¥:
Subsystem ID Job Hame T Pr Function Tens Auxio Rsp CPU% AuxS PAG
2 ATHOHITOR ATHOMITOR A BA 287 S6H
2 QCHH QACSOTF B 28 AR
2 NCHH QLZPSERL B 28 SER
2 NCHH QHMAPIHGD B 25 A7H
2 NCHH QHMAREXECD B 25 1992
2 NCHH IHPSERLR B 28 3965
2 QCHH NZRCSRUR B 28 1472
2 NCHH QZ25CSRUR B 28 2a54
2 CTL N5YSSCo B 18 P QEZSCHEP tatid
2 NSERUER QPUFSERUSD |E 2H 2056
The system pool ID, The job type: The job’s run The function being
the subgystem name, A Autostart 1 Interactive priority. performed by the job.
ID, and job name. B Batch W Writers
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The number of interactive
transactions (available

only for interactive jobs). — The response time in
The number of auxiliary inputs/ seconds (available only

outputs (reads/writes to disk). for interactive jobs)

AT328 Auto e Job Detail 14:48:32
MiCKEY

Collection date/time: /A3SAT 14043 55 CPIN %: . Inter %:
Subsystem ID Job Mame T Pr Function Trns Auxio Rsp  CPU% AuxS PAG

ATHOM I TOR ATHOM I TOR
QCHH QACSOTR
QCHH OLZFSERU
QCHH QHAAF THGD
QCHH QHMAREXECD
QCHH QHFSERLR
QCHH ZRCSRUR
QCHH NZ5C5RUR
QNCTL QsYs5Co
NSERLER QPUFSERLSO

ae 287 S6A
26 566
28 SBa
23 a97a
23 1992
28 3568
26 1472
28 28d4
18 P QEZSCHEP Bl
28 2856

2
2
2
2
2
2
2
2
2
2

A
]
]
]
]
i
]
]
]
]

The CPU percentage
used by each job. The DASD auxiliary storage
(in KB) used by the job
(usually temporary).

The memory size of the
program access group
(in KB).
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Printing Status Values

The Status Values Report includes the same information found on the Status Values display. For a
description of the fields found on this report, see the discussion on the Auto Tune Pool Statistics -
Status Values panel.

([ ATREPDRTS Auto Tune Reporting Henu 16:82:39 )
MICKEY
Select one of the following:
Display Statistics Print fAuto Tune Setup
1. Status values 6. Performance factors/control values

2. Job summary
Copy Statistics to file

Print Statistics 5 b dsail Select option 3 to print the Status Val-
3 Cummany report el chones ues statistics. Fill in the date and time
5. Memor eman

y denand | range on the DSPATDTA panel and
press Enter to submit the report.

Selection or o
===> 3

Fi=Exit F4=Prompt Fo=D5PH56 FO=Retrieve F12=Previous
lelcome to Auto Tune!

\. J
ATCI1D 02521582 14 91,20 Ao ou Tue Puoul 500 slivs = SLuluz Holues K=Y PuH= 1
Nirm Hrt 1 | témeme U LA o0 Nirw hg lul th
Collcction period calces mo Z5A2170F 0008 @ :F CP_ % 26.7 nter 1
+fIZH tE 2z l.8 1224
«0=%E Zo,6z0 il 1.0 1224
=01 A=h : 1
“|~TER=C~ 15T 2
~5-RPOZL 4,830 ’
#5-RPOZLZ 2. 640 ’ Iz
ML AT T I H-1 : "
PA+ROL - 2 |04 T20-
Collactlon perlod zalest ms 25721763 @@ @ .17 P& Lt nter %
«HZH 22,240
=H il St R i 1
5000 228 4=
~|-TER=C™ I3, 752 2 1224~
=5-RPOZL 4,820 ’
=1 I, -h ' =l
CUZTONZRS 2 NEE] 120
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Printing the Summary Report

Robot Autotune creates a very useful summary report that shows the following for each period
requested:

* Pool size minimum and maximum

* Activity level minimum and maximum

* Active jobs minimum and maximum

* Total faults minimum and maximum, with times they occurred

* Transition rate ratio minimum and maximum, with times they occurred
» Average of each of the above

You should print a report for one day of every week and save it. A series of declining performance reports
can provide good proof when equipment upgrades are needed.

( ATREPORTS fluto Tune Reporting Menu 16:02:30 )
MICKEY
Select one of the following:
Display Statistics Print Auto Tune Setup
1. Status values 6. Performance factorsfcontrol values
2. Job summary
Lopy Statlstics to Tile Select option 4 to print Summary
. atus values o o
Print Statistics 8. Job detal Report statistics. Fill in the date and
. atus values . [n] changes .
4. Summary report time range on the DSPATDTA panel
5.1 demand c
Frery fenan | and press Enter to submit the report.

Selection or o
===3 4

Fi=Exit Fé=Prompt F6=D5PHS6 F9=Retrieve F12=Previous
Helcome to Auto Tune!

\. y
AT315 83/21/83 14:081:48 Auto Tune Ponl Statistics Summary MICKEY Page 4
Collection period date/time: @3/21/83 B8:AA:00 to 23:59:59 Intervals: 337 CPU & High: 99.3 Low: .5 Aug 14.80
Inter & High: 4.3 Low: Aug: 2
Size Faults === /RN -+ 4= Act |yl —+ 4+ fctive ——+
High Low Aug  High Low  Aug High fug High Low fAug High Low  Rug
*MCH 61448 32224 36348 89.5 11:85: 31 1.3 14:081:47 44 44 14
*BRSE JA944 31592 anare  136.2 84864 4.6 14:81:47 24 2 3 g 72 75
*SPO0L 268 296 258 14:81: 47 14:81:47 1 1 1
*[MTERACT JB452 15464 29981 3B.2 B9:43:16 1.3 14:81:47 2 2 2 3 1
*SHRPOOL1 4H96 2852 T 14:81: 47 14:81:47 1 1 1
*SHRPOOL 2 2648 in4 12049 14:81: 47 14:81:47 1 1 1
CUSTOMERS 2 javz jn4 893 al.3 B1:43:16 .1 14:81:47 1 1 1 1
PRYROLL 2 j8v2 jne 873 63.8 B2:19:33 3.8 14:81:47 2 1 1 3
4% EHD OF REPORT #+%

For more information about acceptable fault rates and Wait-to-Ineligible/
Active-to-Wait ratios, refer to the appropriate IBM documentation.
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Printing Memory Demand Statistics

The Auto Tune Memory Demand report lists the instances when Robot Autotune needed more memory to
properly tune a pool, but there wasn’t enough available. This report can help you determine whether you
need a memory upgrade, or whether you need to make adjustments to your performance factors.

( ATREPDRTS Auto Tune Reporting Henu 16:82:39 )
MICKEY
Select one of the follovwing:
Display Statistics Print Auto Tune Setup
1. Status values 6. Performance factors/control values

2. Job summary
Copy Statistics to file
7. Status values
Print Statistics . Job detail

3 gﬁﬁ;;ﬁguﬁéﬁzit 9. Job changes Select option 5 to print Memory De-
5. Menory demand mand statistics. Fill in the date and

— | time range on the DSPATDTA panel
and press Enter to submit the report.

Selection or
===3 §

Fi=Exit F4=Prompt Fo=D5PN56 F9=Retrieve F12=Frevious
Uelcome to Auto Tune!

\ J

A™3:5 R Pty g NI et Auto T.ne “eno-y Dzman: HICKE “nga 1
ez el Cnsabislied Zenw o Zize Chy Lul O

Lallactinn =sri=d d-e/bine H-S0T0HS WH <0010 [N R T SR Inter X-

¥Ic- 3% 2t

*BRZE KT NE 3 1622

#5pZ0L 0% I -

¥FHILIN | a-, M. ! TH

¥EH=POO_| 1. 692 I Azt

AEH=PO0_2 1.43: I =12 o

CUSTORE=S 2 184 I L

[RIvI| . HT | 'H

Colleetion zerizd dziestine: 02721483 @0:18:32  CPU % 23 ntzr A

SHE- af. s 1622

+0R:E 1z, 00z &l 1022-

L] SR | 4

¥ HTERAZT 22 B0z 2 g2

SEH=PO0_ il =16 A

#SHEPO0.2
EHtne 5

128

I
14 I
HY I

Pool size (in KB) at

time of reading. Robot Autotune adjustments

made to pool size and activity
level based on this reading.

Activity level at
time of reading.

The pool ID appears next

to the pool name. If no ID is
shown, the pool is shared. A Amount of memory that was needed

“D” indicates a dynamic pool. to properly tune the pool, but was
unavailable at time of demand.
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Printing Auto Tune Performance Factors and Control Values

You can print a report showing Robot Autotune performance factors and control values as you have defined
them. Select option 6 on the Auto Tune Reporting Menu to submit the report (or issue the following
command: CALL ATLIB/AT122.) You can save the printout to have a record of your setup values.

Robot Autotune uses the default values *DFT
(standard pools) and *DFTDYN (dynamic pools)
for pools that have not been defined to it.

The report lists day and night
values on separate pages.

7
1NN wa lun= 'e-tartanc= la=-nar= i nean I'n-r
Zeficed  Dofinez 0 ————-m— Fzo Zizg ———-+ + Az wizy _oucl -
Fzo  RAoctlu t, “lnut Hzz mem Zh 1t 1 nlnum
Subz_=l Sizw _ene | 1 S oes Siew AL F= L=uel FF
| -1HH 1 SH-E heHE THHY b | IH
*IICH 51264 21 £ 5 | ] ]
CUSTZMERE QZIPL 1224 1 | I 1 3 | 18
SAYRILL QZFL 1224 1 | 2 1 0 | L]
+HHG h-hl A TH RN 1 b ] 4
*|HTZRACT 12+ b I *AUAIL | b 2 b
*5POZL z56 1 | 2 hed 1 | 8
+5HR=00L1 1za 0 | 2 1 0 | L]
450 - h1:H b | 1 1 b | IH
*SHR=00L: iz | | 3 | ] | L]
cetl-ed  Daflhez —A———— Pzo Zlze ———-+
P_u  Acliu 1. Hi\ivwr How wom ZhoTL Yz Evperl  _uby Hyal
yraTice onl= Hire L y Pr. Hire lint I el muting =uhs_sler arh= In i
*DFTZVH 1] Ian i ] o ] O ] I v
-0BM QOzPL 1 zag 1 1% = | ] 1 ~HIHE
-oogt1e QZPL 1 ] 1 B - | 1 =HIHE [
1K) - Ik 1] -lHH 1 A - | 1 =H HI '
JOE0Z 0ZFL 1] Iea | 3z = | I *HZHE [
-0EQ4 OZFL 1] I6@ 1 =z = | 1 ~HIHE [
-0ogZ QZPL 1 ] 1 UL - | 1 =HZHE T
1K= IR 1 -HH 1 fi - | '
ZOE0F 0ZFL 1] Iea | TI = | [
-0BQZ QZPL 1 zea 1 [ = | [
_ong = NZPL 1} ] 1 9: = | T
LEBHI_H U-HL u M. 1 1 & | sz [
ATI22 Se2TJES 1801 89 Sulo Tumsz Parfortancs Faz:iors N C=gv Fazae
elied Defiwe. oo Siie ——t
I'-n Hetin t_ Mi-irnr n.n h At Yoo I spet nhip Agmt
ZynaTtic =oolz Size _cn | sy z: izz  Ant  P= Fol Couting cudg_sicT Zachz Lo Hi
-FGr= QZPL 1] I6M 1 : = | 5 1 0OP:NR nshz [
ATI22 Ge20027 1612 09 Sulu Tunz Selup Ju u== H CEY Pu_e
1 “unh=r nat nnni les s Hia=kup ¢
Zubs_stet Pocls: 1d ~obkziations Prinlcos i e v HS These ValueS are
CUSTIHERZ  OZPL 2 12 H -
FAVROLL  QGPL 2 1 H w | from the subsystem
*BASE 125 Y i O]
*|HTERACT 18 H H descrlptlons (Up-
*SPO0L 5 H H
valRPOOL T i y | per-left corner).
*SHRPOOLZ H H
*SHRPOOL3 H H
AT1Z22 5/21/83 18:18:89 Auto Turme Control Ualues  *DAY MICKEY Page
Tuning interwal {in seconds) . . . . . . . . 18
Humber of intervals to average . . . . . . . 5
Sauve pool statistics . . . . . . . . . L L. W
Allow pool size adjustments . . . . . . . . . Y
Allow activity level adjustments . . . . . . Y
Initial wait time after Start Subsystem . . . 18
Humber of daus to retain statistics 18
Maximum number of dynomic pools . . . . . . . 14
Save job statistics . . . . . . . . ..o L. Y
Humber of interuals between job sampling 38
Tupes of jobs to teack . . . . . . . . . .. *ALL Val t the Auto T
Allow interactive job tuning Y alues as se Up on € Auto lune
Saue job changes . . . . ..o ¥ Performance Factors, Setup, and
Intervals between interactive job tuning 14
Interactive job CPU percent limit . .. 3 Control Values panels_
Bun priority for reduced interactive jobs . . 1]
Time slice adjustment {interactive jobs) SHE8
Omit jobs with: User Home ar Subsystem
SHEILA QcTL
Allow server job tuning . . . . . . Y
Server job CPU percent limit 26
Fun priority for reduced serwer jobs +15
Time slice adjustment {seruver jobs) . -
Inzlude jobs from subsystems: . QCHH JSERUER QSYSHRK
ATHOHITOR
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Copying Statistics to a Database File

Robot Autotune can create a database file of the statistics it generates, including job statistics, if they are
being collected. You can process the statistics with your own programs. To copy Robot Autotune statistics
to a database file, fill in the Outfile member name parameter on the DSPATDTA command. If the file does
not exist, Robot Autotune creates it. If the file exists, Robot Autotune clears it and creates a record of each
pool for each reading. The file has space for job statistics, but these fields are valid only for readings that
have saved job statistics.

( ATREPORTS fluto Tune Reporting Henu 11:19:21 h
MICKEY
Select one of the following:
Display Statistics Print Auto Tune Setup Select Opt|0n 7 to Copy Robot
1. Status values 6. Performance foctors/control walues Autotune stat|st|cs to a database
2. Job summary
Copy Statistics to tile file. On the DSPATDTA panel, fill in
Print Statisti G.  Job detail i
"é“ St:tLIJ: L::TUES 9. ng c:us:;es the date and tlme range’ OUtpLIt
4. Summary report |__— File name, Library name, and
T enery denan? Outfile Member Name

Selection or

> ? _ _ Easy View** display of
Fi=Exit Fé=Prompt Fo=D5PH56 F9=Retrieve F12=PFrevious RObOt Autotune StatiStiCS
\| J/ copied to a database file.

Rec. Length. : 94 File: STATSOUTF Library: KIKI Member: STATSOUTE

Rec. Count..: 23688 RRH.: 1 Access.: gL Mode. . : m

ta =-0R- *EN

Record nbr. .. HEABAHA] s

_ Sub—system Hame : ACT TO IMEL RATE PER MIH:
Sub—system Pool : ACT TO WAIT RATE PER HIH:
FCH FOOL 1D : WAIT TO IHEL RATE PER Ml
Century digit : FOOL CHAMGE
Oate of Statistics : ACTIUITY LEUEL CHAMGE. ..:

Memory Demand

Ho. of Jobs

Ho. of Inter Jobs

Transaction Count

Aux 1/0 ops
RAHE BY SR : Total Response Time
ACTIUITY LEUEL : CPU Time (millisec)
CURREHT ACTIUE : Aux Storage
INELIGIELE : Total PAG Sizes
JOBS ASSIGHED :

F2=Previous Files F3=Exit F4=5elect Hode F3=Field List F24=Hore Keys

**Easy View is a separate software package sold by Fortra.
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Copying Job Details to a Database File

If you are collecting job statistics, Robot Autotune can copy the information to a database file. You can
then process the statistics with your own programs. Select option 8 on the Auto Tune Reporting Menu, or
use the *JOB option on the DSPATDTA command. Fill in the Outfile member name parameter on the
DSPATDTA prompt panel. If the file does not exist, Robot Autotune creates it. If the file already exists,
Robot Autotune clears it. Then, Robot Autotune creates a record of each job for each reading when there

were active jobs.

11:19: 21
MICKEY

7
ATREPDRTS fiuto Tune Reporting Henu
Select one of the following:

Print Auto Tune Setup
Performance factors/control values

Display Statistics
1. Status values 6.
2. Job summary

Copy Statistics to file
7. Stotus values

Print Statistics G. Job detail

Status values 9. Job changes

Summary report

Memory demand

Selection
=== §

Fi=Exit Fo=D5PHS6 F9=Retrieve F12=Previous

\.

Fé4=Prompt

Select option 8 to copy Robot
Autotune job statistics to a
database file. On the DSPATDTA
panel, fill in the date and time
range, Output File name, Library
name, and Outfile Member Name.

Easy View** display of the
job detail statistics copied
to a database file.

T3 File: JOBCOUTF
Q84  RAH.: 1
to -0R-

Rec. Length.
Rec. Count..:

Record nbr. .. BAHEEHAA]

_ Sub-system Hame
Sub—system Pool
MCH POOL 1D
Century digit
Oote of Statistics
Time of Statistics
Job Mame

- 11593
- 118738
- ATJOBONGHT

Job Priority

Job Function Type

Job Function Hame
Trans/min

Auxiliary 1/0

Response time {sec/tran):
CPU percent :

F2=Previous Files Fi=Exit Fé4=5elect Hode

Library: KIKI

Access. . iLLARTIN

*ED

Member:
Mode. . :

JOBCOUTE

Auxiliary Storage (K byt:
FAG Size (K byte)

Hore...

Fi=Field List F24=Hore Keys

**Easy View is a separate software package sold by Fortra.
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Copying Job Changes to a Database File

If you are saving job changes to interactive and server jobs, select option 9 on the Auto Tune Reporting
Menu to copy the information to a database file. You can then process the statistics with your own programs.
Fill in the Outfile member name parameter on the DSPATDTA prompt panel.

» Ifthe file does not exist, Robot Autotune creates it.

» Ifthe file exists, Robot Autotune clears it and creates a record of each interactive or server job tuned by
Robot Autotune.

11:19: 21 )
MMICKEY

( ATREPDRTS fiuto Tune Reporting Henu

Select one of the following:

Print Auto Tune Setup
Performance foctorsfcontrol walues

Display Statistics
1. Status values 6.
2. Job summary

Select option 9 to copy Robot
Autotune job changes to a
database file. On the DSPATDTA
panel, fill in the date and time
range, Output File name, Library
name, and Outfile Member Name.

Copy Statistics to file
7. Status values
Print Statistics g. Job detail
3. Stotus values 9.  Job changes
4. Summary report
5. MNemory demand

Selection op
===3 0

F3i=Exit F4=Prompt F6=D5PHS6 F9=Retrieve F12=Previous

Easy View** display of the
job change statistics copied

to a database file.

ATJTPE

Nember:
Mode. . :

T File: JOBCHOUTF
g FRRH.: 1
to -0R-

Rec. Length.:
Rec. Count..:

Library: KIKI

Access. . ELLALTG]E

*EN

Record nbr. .. HEAEHEE] s

_ Century digit

ODate of Change
Time of Change
Job Hame

- oE1111
- 0@A25
- JOHHGLTSS3

Jah
CRU
CRU
nid
Hew
nid

Hew

Job Priority
Job Priority
Time Slice
Time Slice

Bottom

F2=Previous Files F3=Exit F4=5elect Hode F3=Field List F24z=Hore Keys

**Easy View is a separate software package sold by Fortra.
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Accessing the Auto Tune Performance Factors - Dynamic Pools Panel

Robot Autotune has a unique, advanced performance tuning feature—called Dynamic Pools—that can
greatly reduce the impact of batch jobs on the performance of your iSeries. Robot Autotune doesn’t
require you to use dynamic pools, but they do provide some significant advantages.

( ATH fiuto Tune Pool Tuning Henu 15:57: 44 )
RETNER MICKEY

Setup and Control: Enter the standard pool performance factors

1.

2. Enter the dynamic pool performance foctors

3. Control Ualues Menu .

4. Automatic setup of performance factors Select Optlon 2 on the Auto
Operation: 5. Start the monitor Tune POOI Tunlng Menu

6. Cancel the monitor .

7. Display the monitor status *#ACT [UE* to dISpIay the AutO Tune

d. FReset subsystems to original wvalues .

| Performance Factors - Dynamic

Analysis: 9. Hork with System Staotus (HURKSYSSTS)

18.  MUork with Active Jobs (URKACTJOB) Pools panel.
Auto Tune Reporting le

ools (URKSHRPOOL )

Note: If you have not defined
any dynamic pools, a message
F3=Exit F4=Prompt  F6=DSPNSG  F9=Retricve Fl2=Previous on the display indicates that no
pools are defined.

Selection
===} 2

AT128 Auto Tune Performance Factors — Dynamic Pools 18:14:13
Day environment MiCKEY
Type options, press Enter.
1=Add 2=Change d4=Delete
+==== Pool 5izZes
Hinimum Haximum Shift Hax Expert Jobgq Hgmt
Opt Job Queuwe Library Pty Size Cache Lo Hi

OBATCH 0GPL
OPGIR 0GPL
JOBO1 0GPL
JOBQ2 0GPL
JOBO3 0GPL
JOBO4 0GPL
JOBOS 0GPL
JOBOG 0GPL

[N - N - U I N Y
=l l< <= <=

PF = Performance Factor

Fi=Exit Fe=URKSYS55TS Fé=5tandard pools
F13=Night environment
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B Batch Jobs Need
a Separate Pool

B Robot
Autotune's
Dynamic Pools to
the Rescue

If batch jobs are allowed to run only in *BASE or in pools with interactive
jobs, they can gobble up available CPU time and not let other jobs run
properly. Similarly, two batch jobs running in the same pool will waste
time fighting each other for system resources.

If you let Robot Autotune manage your batch job queues, it takes care of
these situations. Robot Autotune encloses each batch job in its own
dynamic pool (running in the ATMONITOR subsystem) when the job
starts. No other jobs can execute in this pool for the duration of the job. By
giving each job its own pool, Robot Autotune reduces page faulting and
maximizes performance.

When the job finishes and no others are waiting in the queue to run,

a dynamic pool is deleted after 12 Robot Autotune tuning cycles.
Otherwise, dynamic pools remain on the system until another pool needs
memory, or they are reused by a different job.

Thus, Robot Autotune automatically minimizes the impact of batch jobs on
your system. For each job queue, you can enter minimum (at least 3 MB is
recommended) and maximum pool sizes, shift amounts, and performance
factors. You also have the option of placing job queues in a rotation group.
Robot Autotune's job queue manager rotates

the available dynamic pools among these job queues to allow them the
opportunity to process. Jobs no longer wait on a low-priority job queue
because they can’t process.

0S/400 systems can have a total of 64 system pools and the system
pools *MCH and *BASE use up two of these pools. If you have also
defined subsystems to use other system pools (such as *INTERACT and
*SPOOL), the number of available pools is reduced further. The total
number of pools should not exceed the OS/400 limit because if this pool
limit is exceeded, Robot Autotune runs the job in *BASE.

The alternative to dynamic pools is to place each job queue in its own

subsystem and have Robot Autotune manage each subsystem pool. Using
dynamic pools is much easier than setting up multiple batch subsystems.

Page 91



Advanced Performance

Tuning

How Dynamic Pools Work

You assign a batch job
queue like QBATCH to
Robot/ AUTOTUNE using
the Dynamic Pools
feature.

Users submit job to
QBATCH normally.

Robot/AUTOTUNE is
running the ATMONITOR
subsystem in the system
pool *BASE.

The first job in the
QBATCH job queue
enters the ATMONITOR
subsystem and begins
execution.

RoboV/AUTOTUNE
detects the job.

Go to
Step 6

6.
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Robot/AUTOTUNE cuts a slice
of available memory equal to the
minimum pool size you specified
when you defined the dynamic
pool for the QBATCH job queue.
It assigns this dynamic pool the
next available system pool
number, places the job in it, and
operates it like a private pool.

Robot/AUTOTUNE monitors the
job in its dynamic pool. At each
tuning interval, it gives the job
more memory (if it needs it and
the pool has not reached the
maximum size you defined). It
increases the memory in the
increments specified in the shift
amount for the pool.

The job finishes running
and terminates.

Robot/AUTOTUNE
reclaims the memory it
assigned the job and puts
it back in *BASE. The
dynamic pool is
automatically deleted.
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B Converting Batch
Subsystems to
Dynamic Pools

To convert your existing batch subsystems to dynamic pools, follow these
steps:

1. Enter the names of active batch job queues on the Auto Tune
Performance Factors - Dynamic Pools panel. If you do not know
the names of the job queues your system uses, enter the following
command to display them:
WRKJOBQ JOBQ(*ALL)
Make sure the queue is a batch job queue before you enter it on your
dynamic pools job queue list.
The execution environment for dynamic pool jobs is determined by the
subsystem name you enter in the routing entries field for the job queue.
If you don’t make an entry in that field, the class of the ATMONITOR
subsystem routing entries is used. The normal batch values for
execution priority and time slice are used. You can change them if you

want.

2. Ifyou change all the job queues in a batch subsystem to use dynamic
pools, you no longer need to start the batch subsystem. Therefore, you
should change your IPL procedures or program so that the changed
batch subsystems are not started.

If you want some job queues to run in dynamic pools and other

job queues to execute in your batch subsystems, change your IPL
procedures or program so that Robot Autotune starts before any other
subsystem. Robot Autotune will allocate the job queues

it manages and the batch subsystems will manage the remaining
unallocated job queues.

3. The unused batch subsystems are still listed on the Auto Tune
Performance Factors - Standard Pools panel. This is not a problem. We
recommend you leave them there because you might want to use them
in the future.

Note: If all job queues in a batch subsystem have been changed to use
dynamic pools, you no longer need to start the batch subsystem. However,
you may still want to start the subsystem after ATMONITOR so that if the
ATMONITOR subsystem stops unexpectedly, your jobs will be able to
run under the batch subsystem. If you do select this option, make sure the
batch subsystems are defined using minimum values.
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B Changing
Dynamic Pool
Performance
Factors

B Dynamic Pools
Run in the
ATMONITOR

Subsystem

B Using Dynamic
Pools for Saves

You can change performance factors on the Auto Tune Performance
Factors - Dynamic Pools panel. Or, you can change any dynamic pool
performance factor with the command CHGATPF. Instead of the
subsystem name in the SBSD parameter, enter the job queue name and
library. Then, enter *DYN in the POOL parameter.

For example, to set up the QBATCH job queue for nighttime operation,
you could have ROBOT execute the following command at 17:30:

CHGATPF SBSD(QGPL/QBATCH) POOL(*DYN) PSMAX(5200)

See the Operations section of this User Guide for a complete description
of the CHGATPF command.

Robot Autotune and dynamic pools run in the ATMONITOR subsystem.
When you cancel the Robot Autotune monitor, the batch jobs currently
running will finish normally. Any jobs remaining on the job queue will
not run until the monitor is started again.

The dynamic pool definition uses the assigned subsystem description
routing entry to determine the run priority and time slice for jobs. It will
use the time slice and run priority defined for the class maintained for the
routing entry. Other class values are ignored. If no subsystem is specified,
the default is *NONE and the class definition for the ATMONITOR
subsystem is used.

The job queue entries created for each job queue assigned to dynamic
pools are normally single-threaded, allowing only one job to run at a time.
If you change the Max Act field on the Dynamic Pools panel, you can
allow multi-threaded job queues. Each thread runs in a separate dynamic
pool.

Note: If the job queue is assigned to a rotation group, the maximum active
value is ignored. See the discussion on Job Queue Management, later in
this section, for complete information on how Robot Autotune can
manage your lower-priority job queues.

If you are going to perform system saves in dynamic pools, the minimum
pool size for the dynamic pools must be set at 3 MB or higher. If the
backup command is executed in a pool size less than 3 MB, it may
terminate abnormally.

Page 94



Advanced Performance

Tuning

Adding Robot Autotune Dynamic Pools

To begin adding job queues to the Dynamic Pools list, Robot Autotune must be inactive. Select
option 6 on the Auto Tune Menu to end Robot Autotune. When Robot Autotune is inactive, select
option 2, to display the Auto Tune Performance Factors - Dynamic Pools panel. Fé is now enabled;
press F6 to display the Auto Tune Add/Change Dynamic Pool panel.

rllTlEﬂ Auto Tune Performance Factors = Dynamic Pools 16:46:83 )
Day environment MICKEY
Type options, press Enter.
1=Add 2=Change 4=Delete
+==== Pool Sizes =-———- +
Hinimum Haximum Shift Hax Expert Jobq Hgmt
Opt Job Queue Library Pty Size Size Amt PF Act Cache Lo Hi

With Robot Autotune inactive,
press F6 to display the Auto
Tune Add/Change Dynamic Pool
panel.

PF = Perfor ctor

Fi=Exit FozAdd job queue FP=URKSY55TS Fé=Standard pools
F15=Hight environment

. J

You can specify these values as either a fixed
amount (in KB or MB), or as a percentage of
the total amount available to the partition.

AT 128 Auto Tune Add/Change Dynamic Pool 15:42:23
Day environment MICKEY
Type choices, press ENTER.

Job queue name . . . . . . . . . . . JOBI Name
Library nome . . . . . . . . . . . ] Hame
Job queus priority . . . . 0 L L 1-999

Minimum pool size . o

Maximum pool size . . . . . . . . . . *AURAIL
Maximum shift amount S

Fool size performonce foctor . . . . 1-18
Maximum active jobs from job gqueus . 1-62
Expert cache

Job queus monager: low . . . . . g=62, blank=no management
high . . . . . . . 1-62, blankz=no management

Subsystem name for routing entries . MHame, *NONE
Library name . . . . . . . . . . Hame

Fi=Exit F12=Previous
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Entering Dynamic Pools Performance Factors

Enter the priority for this job queue. Jobs on higher priority
queues become active before jobs on lower priority queues.
The range of priorities is 1 to 999 (with 1 being the highest
priority). The priority must be a unique value; different job

Enter the name of the job
queue (and its library) to be
added to the list of dynamic

pool job queues.

queues cannot have the same priority.

AT 128 Auto Tiqe Add/Change Dynamic Pool 15:42:23
lay environment MICKEY

Type choices, press ENTER.

Job queue nome
Library name
Job queus priority
MNinimum pool size
Maximum pool size
Maximum shift amount
Fool size performonce foctor
Maximum active jobs from job gueus
Expert coche

Job queus manager:

Subsystem name for routihg entries
Library name

Fi=Exit F12=Prevwious

Enter a minimum pool size.
Robot Autotune will start
the dynamic pool with this
minimum amount.

 This value can be in MB
(default), KB (enter a
K afterwards), or as a
percentage of the total
amount available to the
system (enter a percent
sign [%] after the value).

Name
Name
1-999

*AUARIL

1-1a

Bx62, blank=no management
1-K2, blank=no management

Hame )\ *NONE
Name

Enter a maximum pool size. Robot Autotune will
not let the dynamic pool expand beyond this size.

» The recommended starting point for a maximum
size for batch jobs is 3 MB. The larger the size
of the pool, the faster the throughput. Certain
jobs, such as compiles and saves, need a larger
amount.

* This value can be in MB (default), KB (enter a
K afterwards), or as a percentage of the total
amount available to the system (enter a percent
sign [%] after the value).

* The recommended mini-
mum pool size is not less
than 1 MB.

Enter a maximum shift amount. This is the maximum amount
of memory Robot Autotune will shift when it makes an
adjustment. This value can be in MB (default), KB (enter a K
afterwards), or as a percentage of the total amount available
to the system (enter a percent sign [%] after the value).
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Enter the maximum number of jobs that can
be active concurrently from the job queue.

Entering Dynamic Pools Performance Factors

Enter a performance factor to be used to This feature allows you to have multiple active
allocate memory. The highest factor is 10. If jobs from the same queue, each contained in
you want all jobs to have the same priority, its own dynamic pool.

give each dynamic pool the same performance
factor. These factors are set the same way as
the pool size performance factors for standard
pools. Turn to the Entering Performance
Factors section for more information.

Note: If you are assigning the job queue to

a rotation group (by entering values in the Job
queue manager high/low fields), Robot
Autotune does not use the value entered in
the Maximum active jobs field. See the
discussion on Job Queue Management for
more information.

AT128 Auto Yune Add/Change Dynamic Pool 15:42:23
Day environment MICKEY
Type choices, press ENTER.

Job gueue name JOEI Vame
Library name | Hame
Job queue priority _18 1-999

Minimum pool size

Maximum pool size 3 *AUAIL
Maximum shift amount

Pool size performance foctor

Maximum active jobs from job queus

Expert coche

Job gueue manager: . g=62, blank=no management
1-62, blank=no management

Subsystem name for routing s i . Hame, *NONE
Library name I Hame

Fi=Exit F12=Previous

Use this field to turn off the OS/400 Enter the name of the subsystem and library that Robot
expert cache feature. The default Autotune should refer to for routing entries. When jobs
value is Y, which makes expert execute in dynamic pools, Robot Autotune uses the
cache available for the dynamic pool routing entry attributes from these subsystems, including
(Paging option=*CALC). However, time slice and run priority for the class. Therefore, even
there may be situations when you jobs that require special routing data programs can run in
don’t want to use expert cache. dynamic pools. The default entry is *NONE. Job queues
Enter an N to turn it off (Paging with the routing entry of *NONE use the routing
option="FIXED). information defined for the ATMONITOR subsystem.
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B Job Queue
Management

H When Should You
Use a Rotation
Group?

Robot Autotune offers an advanced function—job queue management—
that works with your dynamic pools. It makes sure that even lightly used
job queues have the opportunity to process, which helps all of your jobs to
finish processing and your system to run efficiently.

You’re probably familiar with the following scenario: jobs in your high-
priority job queues are handled easily by the operating system and process
quickly. Because jobs are always being added to these job queues, these
high-priority jobs continue to process. But, what about your lower-priority
job queues? If your system is typical, jobs in those queues just sit and wait
with no chance to process. Sometimes, they wait because higher-priority
job queues are full.

Robot Autotune's job queue management feature solves that problem.
When you look at your job queues, you’ll probably find a few that always
have jobs in them—these are your high-priority queues. Robot Autotune
has always handled those job queues by allocating dynamic pools and
processing the jobs quickly and efficiently. These are your job queues that
are not managed.

Now look at the rest of your job queues—there may be one for every
application running on your iSeries. These job queues have a lower
priority and jobs are sent to these queues less often. Take low priority,
lightly used job queues and place them in a rotation group, and they
become your managed job queues. As jobs are placed on a job queue,
Robot Autotune allocates dynamic pools to the job queues in the rotation
group by determining the number of available dynamic pools not in use. It
allocates these dynamic pools to the jobs queues up to the maximum
number of dynamic pools defined on the Control Values panel. As each
job completes, a job from the next job queue in the rotation group
becomes eligible for processing. Robot Autotune cycles through the job
queues in the rotation group so that all job queues have the chance to
process.

When and how you use a rotation group depends on how busy your job
queues are. Two common situations where rotation groups can improve
your job processing are:

* You have a few highly used (high priority) job queues and many
lightly used (low priority) job queues. Place the lightly used job
queues in a rotation group. This is the situation described above.

* You have a number of job queues, all of which have approximately

the same activity level. To gain more control over the processing
sequence, place all the job queues in a rotation group.
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B Advantages of
Using a Rotation
Group

B Assigning Job
Queues to a
Rotation Group

Placing job queues in a rotation group provides several advantages to your
job processing. Most importantly, all your jobs will process—no more
waiting for hours while higher-priority jobs take all your dynamic pools.

In addition, it can be a real time saver for your operator. Instead of having
to watch job queues to see which ones have jobs that are waiting, your
operator can just trust Robot Autotune to handle everything. No more
placing some job queues on hold so jobs in other job queues can process.
And, no more having to move jobs from one job queue to another as you
try and juggle your processing priorities.

You assign job queues to a rotation group using the same Dynamic Pools
panel you use for defining all your dynamic pools. To add job queues to a
rotation group, you specify both a minimum (low) and a maximum (high)
number of jobs that can be processed from each queue, up to the total
number of available dynamic pools. A low of 0 tells Robot Autotune that
when the current job finishes processing, a job in the next job queue in the
rotation group becomes eligible for processing.

The high value determines the number of jobs from the job queue that can
start processing before Robot Autotune goes on to the next job queue in
the rotation group. Specifying a high value of 1 makes the job queue
single-threaded; only one job at a time is taken from the job queue. If you
want more than one job at a time to be run from a job queue, set the high
value to the number of jobs that can run.

Robot Autotune also looks at the priority of each job queue in the rotation
group to determine which job will process next. Jobs arriving

in job queues with a higher priority are eligible to process before jobs in
lower-priority queues. However, when the job in the higher-priority job
queue completes, Robot Autotune continues to cycle through the rest of
the job queues in the rotation group (in order of priority) until all jobs
have the opportunity to process.

Note: A lower number reflects a higher run priority for a job queue.

We recommend that you set all lower-priority job queues to have a low
of 0 and a high of 1. This allows one job from each job queue to process
and then, when the job completes, the dynamic pool is available to the
next job queue in the rotation group. You can set a higher-priority job
queue to a low of 1 (and a high of 2 or 3) so that a job in the job queue
is eligible to process next, no matter where in the rotation cycle Robot
Autotune is. Although the low and high values can be any number up to
the maximum number of available pools, we recommend that you limit
them to the suggested values.

Page 99



Advanced Performance
Tuning

B Implementation
Tips

B Starting to Use
Job Queue
Management

Use the following information to help you set up your rotation group.

The number of dynamic pools must be greater than the maximum
possible number of jobs that are allowed in the job queues that are not
in the rotation group (that is, the job queues that have only a maximum
active value specified). Otherwise, the job queues that are not in the
rotation group will allocate all the dynamic pools and the jobs in the
rotation group will never have the opportunity to process.

Total the number of jobs specified in the Maximum active jobs field
from each job queue not in the rotation group. Then, make sure the
Maximum number of dynamic pools specified on the Control Values
panel is greater than that total. The more dynamic pools that are
allowed, the more execution slots will be available to the jobs queues
in the rotation group.

If you specify both a maximum active value and job queue manager
high and low values, Robot Autotune normally ignores the maximum
active value and treats the job queue as being assigned to the rotation
group

However, if the low and high values in the job queue manager fields
are both set to 1, Robot Autotune removes the job queue from the
rotation group and treats it as a single-threaded job queue with
maximum active value of 1.

When you set up a rotation group, we recommend that you assign all
job queues with a selected priority and lower to the rotation group.
This places all job queues from that point to the end of the list of job
queues in the rotation group, allowing Robot Autotune to manage
them.

Robot Autotune's job queue management function is controlled by the
ATJOBQMGMT job running in the ATMONITOR subsystem. Before you
can start using job queue management, enter the following command on a
command line:

ATLIB/INZJQM

The Initialize Job Queue Management (INZJQM) command adds

an autostart job entry for the ATIOBQMGMT job to the subsystem
description for ATMONITOR. Then, whenever Robot Autotune starts, the
ATJOBQMGMT job starts automatically.
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Note: The ATMONITOR subsystem must be inactive when you run
the INZJQM command because it makes changes to the ATMONITOR
subsystem description.

If you later choose to stop using Robot Autotune's job queue manager,
enter the Remove Job Queue Management (RMVJQM) command on a
command line. This reverses the changes made by the INZJQM command
to the ATMONITOR subsystem description. Again, ATMONITOR must
be inactive to run the RMVJQM command.

If the ATJOBQMGMT job ends while Robot Autotune is active, you can
use the Start Job Queue Manager (STRJIQM) command to restart the job.
To end the ATJOBQMGMT job, use the End Job Queue Manager
(ENDJQM) command. If you don’t use the RMVJIQM command to change
the ATMONITOR subsystem description, the ATJOBQMGMT job will
restart automatically the next time Robot Autotune starts.
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Adding a Job Queue to a Rotation Group

When you are defining your dynamic pools, you can add a job queue to a rotation group by entering
values in the Job queue management fields. Assigning a job queue to a rotation group allows Robot
Autotune to manage lower-priority queues so that jobs in those queues have the opportunity to process.

Enter values to assign the job queue to a rotation group. All job queues that are assigned
to a rotation group are allocated dynamic pools on a rotating basis so that they have a
chance to execute.

* You can enter any value between 0 and 62 in the low field. We recommend that you set
the low value to 0 or 1.
A value of 0 tells Robot Autotune that when the current job finishes processing, a job in
the next job queue in the rotation group becomes eligible for processing.
Specify a value of 1 to make sure that a job in the job queue will always be eligible to
process next no matter where Robot Autotune is in the rotation cycle.

 Although you can enter any value between 1 and 62 in the high field, this value should
not be more than 2 or 3. The value in the high field tells Robot Autotune how many jobs
can start processing from the job queue before it goes on to the next job queue in the
rotation group. We recommend using 1 in the high field because a 1 in the high field
allows only one job at a time to process from the job queue.

Note: If you enter values in both the Maximum active jobs from job queue field and
the Job queue manager field, Robot Autotune ignores the value in the Maximum
active jobs from job queue field.

AT 128 Auto Yune Add/Change Dynamic Pool 18:533: 18
Day environment MICEEY
Type choices, press ENTER.

Job gueue nome I Name
Library name | Hame
Job gueuwe priority ... 1A 1-999

Minimum pool size

Maximum pool size o *AURAIL
Maximum shift amount

Pool size performance factor . .\ . 1-18
Maximum active jobs from job queue\ . 1-62
Expert cache Y.N

Job gueue manager: [ow =62, blank=no management
1-62, blank=no management

Subsystem name for routing entries . Mame, *NONE
Library name Hame

Fi=Exit F12=Previous
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Adding a Job Queue to the Dynamic Pools List

The Auto Tune Performance Factors - Dynamic Pools panel lists all the job queues that currently use
dynamic pools. If you have a job queue that is not allocated to another subsystem, you can add it to the list
even while Robot Autotune is active. Robot Autotune handles this by copying the information for an
existing job queue. Enter a 1 next to an existing job queue that is defined the way you want the new job
queue to be defined. Then, change the job queue’s name and run priority. Robot Autotune will allocate a
dynamic pool to the job queue as soon as a job arrives on the queue.

( AT128 Auto Tune Performance Factors = Dynamic Pools 19:19:53
Day environment MICEEY
Type options, press Enter.
1=Add 2=Change 4=Delete
+==== Pool SizZes ————— +
Hinimum Haximum Shift Max Expert Jobg Hgmt
Opt Job Queue Library Pty Size Size MAmt PF Aet  Cache Lo Hi
_ QEATCH QGPL _1 1 4 1. 5 _3 ¥ —_
_ OPGHR QAGPL 21 4_ 1.3 _1 s - —
— JoBO1 UGPL 18 1 4 1 5 1 H —
1 .I0BQZ OGRL _28 1 4 13 4 s 8 4
_ JOBQ3 QAGPL 58 _ 1 4 1.3 _1 s a4 1
_ 0B04 IGPL _48 1 4 13 41 b 8 4
_ 0BO3 OGRL 38 1 4 13 4 s 8 4
_ I0BOG AGPL _68 1 4 13 4 ki 8 4
Hore
PF = Performance Factor
Fi=Exit F7=URKSYS5TS Fé=5tandard pools
F15=Hight environment
. J
To add a new job queue to Robot Autotune's dynamic pools list, enter
a 1 next to an existing job queue. The Auto Tune Add/Change
Dynamic Pool panel displays with a copy of the existing job queue
information. You must change the name and run priority for the new
job queue. You also can make additional changes if you want. Then,
press Enter to add the job queue.
( AT128 futo Add/Change Dynamic Pool 18:26:27 )
y environment MICKEY
Type choices, press ENTER.
Job queuwe mame . 0 0 0 L 0 0\ JOBN2 Hame
Library name . . . . . . . NGPL Name
Job gueue priority .. 0 L L 0L * 26 1-999
Himimum pool size . . . . . . . . . . i
Maximum pool =size . . . . . . . . . . s *AUAIL
Maximum shift amouwnt . . . . . . . . 1
Pool size performance foctor . . . . _5 1-18
Maximum active jobs from job gueue 1 -
Expert cache . . . . . . . . . . .. ¥ Y. N
Job gueue manager: low . . . . . . _A =62, blank=no management
high . . . . . .. 1 1-62, blank=no management
Subsystem name for routing entries . (JBATCH Hame, *HONE
Library name . . . . . . . . nsys Name
Fi=Exit F12=Previous
. J
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Changing Dynamic Pools Performance Factors

You can change the performance factors for a job queue while Robot Autotune is active. If the values
you want to change appear on the Dynamic Pools panel, you can just type in your new values and press
Enter to record your changes. If a value does not display on the panel, enter a 2 next to the job queue to
display the Auto Tune Add/Change Dynamic Pool panel. Make your changes and press Enter.

(AT 128 Alute Tune Performance Factors = Dynamic Pools 11:47:56 )
Day environment MICKEY
Type options, press Enter.
1=fdd Z=Change 4=Delete
+——— Pool 5izes ———- +
Hinimum Haximum Shift Hax Expert Jobq Hgmt
Ppt Job Queuwe Library Pty Size Size HAmt PF Act Cache Lo Hi
_ QBATCH QGPL _1 1 i 1 5 _3 ¥ _
For a value that does not appear ~ OPGHR OGPL 2 1 415 1 i -
_ Joengi 0GPL _18 1 4 1. 5 1 il .
on the panel, enter a 2 next P Fs 0GPL BT " i 135 1 v 3 1
to the job queue you want to - JoBq3 QGPL 8 1 4 15 1 ¢ 8 1
— JOgg4 NGPL 48 1 4 1.5 1 s 8 _1
change. Use the Auto Tune Add/ _ JOBOS 0GPL 58 i +_ 15 1 ¥ 8 1
. JOEQG GPL [5]1] 1 4 1 _5 1 ¥ 5] 1
Change Dynamic Pool panel to ¢ : [e2 = f 3 -]
make your changes and then
PF = Performance Factor
press Enter.
Fi=Exit Fr=URKSYS55TS F=Standand ponls
F13=Night envirenment
. J
\
To change a value that appears on To change a value that appears on
the panel, you can type your new the panel, you can type your new
value over the old one. When you value over the old one. When you
have made all your changes, press have made all your changes, press
Enter to record the information Enter to record the information.
\
rVHTIZﬁ Auto Tune Add/Change Dynamic Pool 11:48:25 A
Day environment MICKEY
Type choices, press ENTER.
Job gueue name . . . . . . 0 L L L. JOBO2 Name
Library name . . . . . . . . OGPL Hame
Job queue priority . . 0 0 0 L _28 1-999
Minimum pool size . . . . . . . . . . 1
Haximum pool size . . . . . . . . . . 4 *AUAIL
Maximum shift amount . . . . . . . . 1
Poal size performance factor 5 1-18
Moximum active jobs from job gueue 1 -
Expert cache . . . . . . . . . . . b T.N
Job queus manager: low . . . . . .. _A 8-62, blank=ne management
Righ . . . . . .. 1 1=62, blank=ne management
Subsystem name for routing entries . QBATCH Name, *NONE
Library name . . . . . 0 . o L 0sYs Hame
FizExit Fi12=Previous
. J
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Deleting Dynamic Pools

You can delete a job queue from the list while Robot Autotune is active. If you delete a job queue from
Robot Autotune, jobs on the queue still will process; however, they will not be placed in dynamic pools. On
the Auto Tune Performance Factors - Dynamic Pools panel, enter a 4 next to the job queue you want to
delete. The Auto Tune Delete Dynamic Pool panel displays so you can confirm you want to delete the job
queue.

( AT126 Auto Tune Performance Factors = Dynamic Pools 11:50:45 )
Day environment MICKEY
Type options, press Enter.
1=Add 2=Change 4=Delete
+=-== Pool SiZes ————- +
Hinimum Haximum 5hift Max Expert Jobq Hgmt
Opt Job Queue Library Pty Size Size MAmt PF Act  Cache Lo  Hi
UBATCH UGPL 1 1 4 1 5 3 [ o
— QPGMR 0GPL 214 1.3 1 b — —
JOB QGPL _1a 1 4 1.5 _1 H .
_ JoBQz2 OGPL _268 1 4 1 3 _1 i a1
JOBQ3 QGPL _38 1 4 1.5 _1 Y - |
_ JOBO4 0GPL 8 1 4 1.3 1 b L |
/i JOB0S OGPL =1} 1 4 1 3 _1 i a1
_ JOBDE OGPL _Ga 1 il 1.5 1 s I |
Hore
PF = Performance Factor
Fi=Exit Fr=URK5Y55TS F8=Standard pools
F15=Night environment
. J
To delete a job queue from Robot Autotune's dynamic
pools, enter a 4 next to the job queue you want to
delete. When the Auto Tune Delete Dynamic Pool
panel displays, verify you have selected the right job
queue and press Enter to confirm the deletion.
(a1128 Auto Tune Delete Dynamic Pool 1M:51:11 )
Doy envirenment MICKEY
Press ENTER to confirm delete.
Job queue name . . . . . . . L L. JOB0S Hame
Library name . . . . . . . . . QGPL Hame
Job gueuwe priority .. . 0 0 L L 1) 1-999
Minimum pool size . . . . . . . . . . 1
Maximum pool size . . . . . . . . . . + *AUAIL
Maximum shift amownt . . . . . . . . 1
Fool =ize performance factor . . . . ] 1-1a
Maximum active jobs from job queue . 1 1-62
Expert coche . . . . . . . . . . . . \ ¥,
Job gueue manoger: low . . . . . L 5] @-62, blank=no management
high . . . . . . . 1 1-62, blank=ne management
Subsystem name for routing entries . *HOHE Hame, *HONE
Library name . . . . . . . L L Hame
Fi=Exit F12=Previous ENTER=Confirm deletion
. J
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Diagnostics

Accessing the Auto Tune Service Menu

Robot Autotune provides a service menu that offers several diagnostic options. In general, you will not need

to use this menu. However, you may be asked to go to the service menu when you call Robot Technical
Support. To display the Auto Tune Service Menu, enter the command GO ATLIB/ATDIAG on any com-

mand line.

r>HHIH A5/488 Hain Henu

Select one of the following:

User tasks

Office tasks

General system tasks

Files, libraries, and folders
Frogramming

Communicat ions

ODefine or change the system
Problem handling

Display a menu

Information Assistant options

System:

MICKEY

~

Enter the command GO
ATLIB/ATDIAG on any
command line to display the

— @D 00— O U R ) R —

1
1 Client Access/488 tasks

Auto Tune Service Menu.

98. Sign off

Selection or command
===> go atlib/atdiag

Fi=Exit Fé=Prompt
F23=5et initial menu

F9zRetrieve F12=Cancel Fli=Information Assistant

ATDIAG 15:42:23

MICKEY

Auto Tune Service Henu
Select one of the folloving:

Oisplay security code and release level
Change message options

Clear unused pool

Change operational security

Oelete and re-create all Auto Tune objects

Selection or command

===3

Fi=zEzxit Fe=D5PH56

Fé=Prompt
Helcome to Auto Tune!

F9=Retrieve F1Z2=Previous
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Auto Tune Service Menu Options

ATDNIAG Auto Tune Service Aenu 15:42:23
MICKEY

Select one of the following:

Oisplay security code and release level
Change message options

Clear unused paoal

Change operational security

Oelete and re—create all Auto Tune objects

Selection or command
===

Fi=Exit F4=Prompt Foa=D5PM56 F9=Retrieve F12=Previous
Uelcome to Auto Tune!

You can select from five Auto Tune Service Menu options:

1.

Display security code and release level—Displays the Auto Tune Security Code panel showing the
Robot Autotune Version/Release level you are running, your system serial number, your system
model number, and your Robot Autotune security code.

Change message options—Displays the Auto Tune Message Options panel so you can change
logging and status message options. See the discussion on the next page.

Clear unused pool—Displays the Clear Orphan Pool panel. Select this option to clear pools not
being used by the system. You can enter the pool ID when the panel displays.

Change operational security—If you are signed on as the security officer, you can use this option to
change Robot Autotune security levels:

*EXCLUDE Users cannot use Auto Tune Menu options 1-4.
*USE Users can use Auto Tune Menu options 1-4, but cannot change values.
*CHANGE Users can use Auto Tune Menu options 1-4, and can change any values.

Delete and re-create all Auto Tune objects—Select this option to reset Robot Autotune to its
original settings as shipped from Fortra.
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Changing Auto Tune Message Options

( )

ATDIAG Auto Tune Service Henu 15:42:23
MICKEY
Select one of the following:

Display security code and release level
Change message options

Clear unused pool

Change operational security

Delete ond re—create all Auto Tune objects

(L

Select option 2 on the Auto Tune
Service Menu to display the Auto
|_— Tune Message Options panel.

Selection or
===3 2

Fi=Exit Fé=Prompt F6=DSPHSE F9=Retrieve F12=Previous
Helcome to Auto Tune!

Auto Tune Hessage Options 16:52:59
MICKEY
Oynamic pool logging
Log changes to Performance Factors
Issue status center messages

Log interactive job changes .

Job queue management logging

Enter Y to turn on dynamic pool logging. When dynamic pool logging is turned on,
detailed messages are placed in the ATMONITOR job log. These messages can
assist in troubleshooting dynamic pool problems.

Caution: Turning on dynamic pool logging can affect system performance adversely.
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Changing Auto Tune Message Options

Enter Y to log changes in performance factors and control values to the system audit
journal (if it is used on your system), or to the system history log. An entry is made each
time a performance factor is changed, showing the pool affected. In addition, overrides
that are added or removed are listed. Each control value update is noted.

Auto Tune Helsage Options 16:52:59
MICKEY

Oynamic pool logging

Log changes to Performance Foctors
|ssue status center messages
Log interactive job changes

Job queus management logging

Fi=zExit

Enter Y to place messages in
Enter Y to have Robot Autotune send messages to the Robot the ATMONITOR job log about
NETWORK Status Center. Robot Autotune sends a message to interactive and server jobs that
the Status Center when the following events occur: had their run priority or time slice
Event Message Type adjusted.
ATMONITOR starts Information [IN] message

Enter Y to place messages in the

ATJOBQMGMT job log about

are assigned to a rotation group.

Interactive or server job is tuned Information [IN] message

An extra or missing pool is found Attention [AT] message

Your security code expires Attention [AT] message

ATMONITOR ends abnormally Attention [AT] message

resulting in a function check
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Getting Your iSeries
Into Tunable Condition

B Introduction

1. Modify Your
Existing IPL
Startup Program

2. Terminate
QBATCH

3. Set Up a Pool
for Batch Jobs

If you are running your iSeries as shipped by IBM, QBASE is the
controlling subsystem. The *SPOOL shared pool is used for your printer
jobs, the shared pool *INTERACT is used for your interactive jobs, and
the batch subsystem runs its jobs in the *BASE pool.

You can retain the shared pools for the printer and interactive jobs, and
Robot Autotune handles them like any other pool. You should change the
QBATCH subsystem to run in a pool other than *BASE. Follow the steps
below to set up Robot Autotune and get your system into a tunable
condition.

Enter the following sample IPL startup program in QCLSRC and
compile it in QGPL.

PGM I* PUT THIS PROGRAM SOURCE IN QCLSRC */
MONMSG (CPF0000 ATI0035)
ATLIB/STRAT I* START AUTO TUNE */
I* IF YOU HAVE ROBOT */
STRSBS RBTSYSLIB/RBTSLEEPER I* START ROBOT */
STRSBS QINTER [* START LOCAL INTERACTIVE SBS */
STRSBS QBATCH I* START BATCH SBS */
STRSBS QSPL I* START WRITERS SBS */
STRSBS QSNADS I* FOR INTEROFFICE MESSAGES */
STRSBS QCMN [* NEEDED FOR ECS LINE */
I* ENTER ANY OTHER SUBSYSTEM STARTUPS */
STRPRTWTR PRTO01 I* START PRINTER */
ENDPGM

This program is used to start the individual subsystems that you will
modify in the following steps.

At the system console, enter the following command:

ENDSBS SBS (QBATCH) OPTION (*IMMED)

a. Add apool to the QBATCH subsystem description using the Change
Subsystem Description command. Use the following command to
define *SHRPOOLI1 to the subsystem description:

CHGSBSD SBSD(QGPL/QBATCH) POOLS ((2 *SHRPOOL1))
MAXJOBS(1)

If you want to run more than one job at a time in QBATCH, increase

the maximum active jobs parameter (MAXJOBS). If you need to
change the pool definition, use the CHGSHRPOOL command.

Page 114



Getting Your iSeries
Into Tunable Condition

4. Start the
Subsystem

5. Reset System
Values (if
necessary)

6. Reset Robot
Autotune

b. Change the routing entries within the subsystem so that all jobs using
this routing entry execute in the new pool. To find all the routing
entries for a subsystem, enter the command DSPSBSD (subsystem
name). Then, take option 7 to display routing entries. Write down the
sequence number for each routing entry.

To see the pool number that the routing entry uses, enter a S in front
of the routing entry and press Enter. Enter the following command for
each routing entry sequence number in this subsystem:

CHGRTGE SBSD(QGPL/QBATCH) SEQNBR(9999) POOLID(2)

Note: Subsystem routing entries direct your jobs to the proper pool
number. We used 9999 as our sample routing sequence number in the
commands in the following pages. You must change all routing entries
for each subsystem to use the new pool set up for that subsystem.

c. Use the CHGSYSVAL command to change the system value
QTSEPOOL (time slice and pool) to *NONE.

Enter the following command to start the batch subsystem:

STRSBS SBS(QBATCH)

The system values QDYNPTYSCD (dynamic priority scheduler) and
QDYNPTYADIJ (dynamic printer adjustment) default to 1 (on). Leave
these values as shipped. If you have changed either value, use the
CHGSYSVAL command to reset them to their original (default) value.

Change the Auto Tune Performance Factors. This causes Robot
Autotune to recognize the new pools. Enter the following command to
display the Auto Tune Menu:

ATLIB/ATM
If this is the first time you are entering performance factors, select
option 1 to display the Auto Setup panel. To use Auto Setup at other

times, select option 4.

You are ready to performance tune your iSeries.
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B Setting Up

Subsystems
and Pools for
Maximum
Performance

*BASE

Shared Pools

Workstation
Pools

Remote
Workstations
and Pools

Printer Pools

Communication

Pools

After you are satisfied with the way Robot Autotune manages

your present setup, you may want to try changing your subsystems for
maximum performance and efficiency. The changes described below
are the result of running Robot Autotune on many different iSeries
systems.

Because Robot Autotune reduces an unused pool to its minimum size, you
are not penalized for setting up multiple pools and subsystems on your
system. Multiple pools are practical only if you are using Robot Autotune.
Robot Autotune will work without these separate pools, but it works best
if you set them up.

Note: The maximum number of pools allowed is 64.

There should be no subsystem jobs running in *BASE. This pool should
be reserved for OS functions. The only exception is if you have a
subsystem containing sleeper jobs (jobs that wake up periodically to do
their work, such as QCMN, QSNADS, or Robot Schedule).

If there is a requirement that workstations be assigned to separate
subsystems, but are using the same files and programs, consider assigning
a shared pool to the subsystems. The pool ,*INTERACT, can be assigned
a memory size and activity level and placed in the subsystems pool
definition.

Workstations that do dissimilar work should be in different pools. You can
use Robot Autotune to give different classes of workstations different
priorities.

Remote workstations are a good example of when you might need a
separate pool. Users have had surprisingly good results when these
workstations are in their own subsystem. The remote workstations tend to
follow the same pattern of usage and function better in their own separate
pool. Robot Autotune will change the pool sizes during the day to match
their usage pattern.

All printer jobs should be in one pool.

Depending on how much you use communication subsystems (QSNADS,
QSERVER, QSYSWRK, QUSRWRK, or QCMN), you may want to

set these up in separate pools. We recommend that you do so if these
subsystems are used heavily.
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B Giving an
Existing
Subsystem Its
Own Pool

B Domino,
WebSphere,
and WebAccess
Applications

If you have the typical setup with the subsystem QBATCH running in
*BASE pool, the following commands will put the subsystem in its own
pool. Better yet, use Robot Autotune's dynamic pools to execute your
batch jobs.

1. End the Robot Autotune monitor.

2. Enter the following commands:

CHGSBSD SBSD(QBATCH) POOLS((n *SHRPOOL1 1))

where # is the first unused subsystem pool number.

CHGRTGE SBSD(QBATCH) SEQNBR(9999) POOLID(n)
Check your routing entries for the correct sequence number. Use the

pool ID (n) established above.

3. Enter the CHGSHRPOOL command and specify a storage size for the
shared pool.

4. Start the subsystem with the command: STRSBS QBATCH

5. Go to the Performance Factors panel and enter the performance
factors for the new pool.

6. Start Robot Autotune.

If you are using Domino, WebSphere, or WebAccess applications in any of
your subsystems, we recommend that you configure these applications to
run in their own shared memory pool.
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B Creating Another
Batch Subsystem
With Its Own Pool

It’s a good idea to set up a separate batch pool for programmers to use for
their compilations (compiles). Compiling programs uses large amounts of
memory, so by increasing the maximum pool size to 25 MB or larger for
the compilation pool, compilations will complete quickly, letting you go
home earlier.

Normally, you would use dynamic pools to execute your batch jobs. But,
as an example, let’s say you wanted to set up a separate batch subsystem.
These are the steps you’d follow to create a new batch subsystem that runs
in its own pool. We used the subsystem name COMPILE, but you can use
any name you want.

1. End the Robot Autotune monitor.

2. Enter the following commands:
CRTSBSD SBSD(COMPILE) POOLS((n *SHRPOOL2 1) (1 *BASE)) +
MAXJOBS(1)
where 7 is the first unused subsystem pool number.
CRTCLS CLS(COMPILE)
CRTJOBQ JOBQ(COMPILE)
ADDJOBQE SBSD(COMPILE) JOBQ(COMPILE)
ADDRTGE SBSD(COMPILE) SEQNBR(9999) CMPVAL(*ANY) +
PGM(QSYS/QCMD) POOLID(n)

Use the pool ID (n) established above.

3. Change the job descriptions that your programmers use to submit

compilations so they use the new job queue.

CHGJOBD JOBD(QPGMR) JOBQ(COMPILE)

4. Enter the CHGSHRPOOL command and specify a storage size for the
shared pool.

5. Start the subsystem with the command, STRSBS COMPILE.
6. Put the startup command in your IPL procedures.

7. Go to the Performance Factors panel. Enter the performance factors
for the new pool.

8. Start the Robot Autotune monitor.
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Appendix:
Common Messages

ATDO0201

ATDO0203

ATDO0209

ATD0210

ATDO0231

Message: Subsystem &1 pool &2 not identified to Auto Tune.

Cause: The subsystem or pool was not identified on the Performance
Factors panel either because the pool is a new pool or the library
containing the subsystem description was not in the Robot Autotune
library search list.

Recovery: Go to the Performance Factors panel. Press F9. Add the library
to the search list and press Enter. Press Enter on the Performance Factors
panel to record the change, then restart the Robot Autotune monitor.

Message: Unidentified pools or Performance Factors not completely
entered.

Cause: Subsystem descriptions were changed without resetting the
Performance Factors, or the premature use of F3 on the Performance
Factors panel. The monitor quits running after unidentified pools are
found.

Recovery: Go to the Performance Factors panels (option 1 on the Auto
Tune Menu for standard pools and option 2 for Dynamic Pools). If all the
information is listed, press Enter to make Robot Autotune recognize it. If
additional information or changes are needed, type them in and press
Enter.
Message: AT pools do not match OS pools, cause &1.

Cause 1: AT &3 pool exists that OS is not aware of at &2.
Cause 2: OS pool &3 exists that AT is not aware of at &2.

Action Taken: Pools reset to OS sizes, Robot Autotune monitor
realigned with existing pools and restarted.

Message: Pool &3 changed by non-AT function. Current: &1 Old: &2

Cause: This message is usually caused when a start or end
subsystem command is issued while ATMONITOR is active.

Recovery: No action is required. If this message occurs
frequently, you should consider managing your subsystems differently.
For example, you might want to use a shared pool for allocating and

removing memory, rather than starting and ending subsystems.

Message: Dynamic pool not created.
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ATDO0248

ATDO0431

ATDO0437

ATDO0438

Cause: Occurs when a dynamic pool is requested but could not be
allocated. This can happen for one of the three reasons shown in the second level
message text:

1.) All 64 system pools are allocated, so no pools are available
2.) Insufficient storage
3.) Job queue not on dynamic pool panel.

Recovery 1: Change the maximum number of dynamic pools
permitted to a lower number.

Recovery 2: Lower the minimum pool sizes for other pools.

Recovery 3: Add the job queue to the dynamic pools panel so
Robot Autotune recogizes it.

Message: One or more pools reset to system definition.

Cause: You asked Robot Autotune to reset pool sizes to the sizes defined
through OS/400 and it was unable to do so. This can happen for one of two
reasons:

1. One or more dynamic pools existed at the time so it was impossible to set
pools to the defined sizes

2. A prior error occurred that indicates a subsystem description for a pool being
reset was not changed.

Recovery: Both of these conditions may be normal and require no action
on your part. If you suspect the second reason listed, look at your prior
messages to pinpoint the cause of this message and determine whether
additional action is needed.

Message: Resource Request Received

Cause: A normal message indicating that a non-Robot Autotune request
to change a memory pool allocation or size (such as an STRSBS or
ENDSBS command) has occurred.

Message: Resource Request Completion Received
Cause: A normal message indicating that Robot Autotune acknowledges

that a pool’s size or allocation status has changed.

Message: Resource Request Completion Not Received
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ATI0030

ATI0036

CPF3372

Cause: An error message indicating that a pool’s size or
allocation status did not change in the time allowed and Robot Autotune has
stopped.

Recovery: None. The ATMONITOR job ended and created a
dump. You should collect this dump and contact Robot Technical Support.

Message: AT Monitor shutdown has been requested but did not respond within
time limit.

Cause: The ATMONITOR job may be in an abnormal state or has taken
longer than 8 seconds to respond due to heavy system load. The ATMONITOR
subsystem was terminated *CNTRLD.

Message: ATMONITOR not started with STRAT command.

Cause: Someone attempted to start the monitor using a command other
than STRAT.

Recovery: Use the STRAT command to start the monitor or select the
start option from the Auto Tune Menu.

Message: Cannot allocate job queue &4 in library &S5.

Note: This message can be found in two places:
1. If starting QBATCH, or in the QBATCH job log, it indicates Robot Autotune
has allocated the queue to a control job for dynamic pools and is a normal
message.

2. If starting ATMONITOR, or in the ATMONITOR job log, it indicates Robot
Autotunecould not control the jobs for dynamic pools (see Recovery).

Recovery: Start Robot Autotune before starting any other
subsystem that has the job queue defined to it.
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*BASE pool Backing up Robot Autotune 62
dynamic pools 91 Batch job
minimum pool size 23 problems 66
performance factor 25 storage guidelines 28
recommended values 26
tuning your AS/400 116 C

*DFTDYN performance factors 85
*DFT performance factors 85
*MCH pool 26, 91

Changing
control values command 62
performance factors command 61

A Robot Autotune's schedule 51
Chart
Activity levels activity levels 29
calculation chart 29 CHGATCV command 62
minimum 29, 34 CHGATPF command 61, 94
performance factor 29, 34 CHGATSCH command 51
Add/Change Dynamic Pool panel 104 Clear unused pool 109
AT122 command 30 CNLAT command 59
ATCTLQ data queue 69 Commands
ATDIAG command 108 AT122 30
ATJOBQMGMT job 100 ATDIAG 108
ATM command 20 ATM 20
ATMONITOR CHGATCV 62
ATJOBQMGMT job 100 CHGATPF 61, 94
job 20 CHGATSCH 51
joblog 110 CNLAT 59
statuses 63 ENDAT 59, 60
subsystem ENDJQM 101
dynamic pools 91, 94 INZIQM 100
starting ATMONITOR job 59 RESETSBS 60
Automatic setup of performance factors 13 RMVIQM 101
Auto Tune Control Values Menu 39 STRAT 59
Auto Tune Interactive Job Tuning Values panel 44 STRIQM 101
Auto Tune Job Detail panel 80 Communication pools 116
Auto Tune Menu 20 Control values
Auto Tune Message Options panel 110 command to change 62
Auto Tune Performance Factors CPU usage 49
Dynamic Pools panel 90 day/night environment start times 52
Standard Pools panel 22, 31 interactive job tuning interval 49
Auto Tune Pool Sharing panel 35 job statistics 48
Auto Tune Pool Statistics - Status Values panel 76 job statistics sampling interval 48
Auto Tune Pool Statistics with Job Summary panel 78 jobs to track 48
Auto Tune Reporting Menu 74 logging changes 111
Auto Tune Server Job Tuning Values panel 53 maximum number of dynamic pools 42
Auto Tune Service Menu 108 pool statistics 42
Auto Tune Setup panel 13 run priority 49
Auto Tune Subsystem Library Search List panel 36 tuning interval 41
Copy to database file

job changes 88
job details 87
statistics 86
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Database file Job detail display 80
copying Job queue management
job changes 88 description 98
job details 87 initializing 100
statistics 86 rotation group 98
Day/night environment 51 stopping 101
Day/Night Environment Control Values panel 51 Job statistics
Delete and re-create all Auto Tune objects 109 sampling interval 48
Delete Dynamic Pool panel 105 Jobs to track 48
Deleting dynamic pools 105 Job Summary panel 78
Diagrams Job summary statistics display 78
How dynamic pools work 92 Job types 80
Display Auto Tune Statistics command prompt 75
Displaying M

job detail 80

job summary statistics 78 ;

libraries that Robot Autotune searches 36 Ma“? menu 20 )

security code and release level 109 Max1murp pool size

status values 76 dynamic 96

subsystems that share a pool 35 standard pools 24 o o
Dynamic pools Memory derr}and statistics, printing 84

adding job queues 103 Message options 110

changing performance factors 104 Messages
deleting 105 ATD0201 120

ATDO0203 120
ATD0209 120
ATDO0210 120
ATDO0231 121
ATDO0248 121

Machine pool 23

entering performance factors 90, 96
number Robot Autotune can create 42
system pools 91

turning on logging 110

E ATDO0431 121
ATDO0437 121

Easy View 86, 87, 88 ATDO0438 122

ENDAT command 59, 60 ATI0030 122

Ending Robot Autotune 59 ENDJQM ATI0036 122

command 101 CPF3372 122
MCHO063 69

H MCH1002 69

Hot site 62 Minimum pool size
dynamic 96

| standard pools 23

Monitor

Initialize job queue management 100 starting 59

Initial wait time 42 stopping 59

Interactive job problems 67

Interactive job tuning (0

CPU usage 45, 49
exclude jobs 46, 50
job sampling interval 48

Operating Robot Autotune from the Auto Tune Menu 63
Operational problems 68

run priority 46, 49 P

time slice 46, 50

tuning interval 45, 49 Performance Factors
INZJQM command 100 command to change 61
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*DFT and *DFTDYN 85 QTSEPOOL system value 115
dynamic pool job queues 104
logging changes 111 R
pool size
dynamic pools 96
standard pools 24, 34
standard pool activity level 29, 34
Pools
batch job 28
communication 116
printer 12, 116
private 22
remote 116
shared 22, 116
standard 22
workstation 12, 116
Pool size factors
calculation table 26

Recovery site 62
Remote pools 116
Reporting Menu 74
Reports
memory demand 84
status values 82
summary 83
RESETSBS command 60
Resetting subsystems to their original values 60
RMVIJQM command 101
Robot Autotune objects
deleting and re-creating 109
user space 43, 46, 47
Robot NETWORK 111
Rotation group 98

maximum C S
dynamic pools 96 Run priority 46
standard 24, 33 S
minimum
dynamic pools 96 Saving statistics
standard 23 job changes 49
performance factor job statistics 48
dynamic pools 97 pool performance 43
standard 24, 34 Security
shift amount authority needed to run Auto Tune 59
dynamic pools 96 changing 109
standard 24, 33 displaying your code and release level 109
specifying a percentage 23 Server job tuning 53
Pool statistics 43 Shared pools 116
Printer pools 116 Standard Pools 22
Printer problems 67 Starting and stopping subsystems 60
Printing Starting Robot Autotune 59 Statistics
memory demand statistics 84
status values 82 command to display 75
summary report 83 copy to database file
Priority job changes 88
dynamic pool job queues 96 job details 87
reduced for tuned interactive jobs 49 pool statistics 86
Putting an existing subsystem into its own pool 117 displaying job summary statistics 78
saving
Q job changes 49

job statistics 48
pool performance 43
Status center messages 111
Status values
displaying 76
printing 82
Status Values panel 76 Stopping
Robot Autotune 59 STRAT
command 59 STRIQM
command 101 Subsystems

QBASPOOL system value 23, 33
QBATCH pool 26

QCMN pool 26, 116
QDYNPTYSCD system value 115
QINTER pool 25, 26
QMCHPOOL system value 23, 33
QSERVER 116

QSNADS 116

QSPL pool 26

QSYSWRK 116
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starting 60
stopping 60

Summary report 83

System values
QBASPOOL 23, 32, 33
QDYNPTYSCD 115
QMCHPOOL 23, 32, 33
QTSEPOOL 115

T

Table
batch storage guidelines 28
calculating pool size factors 26
minimum activity level and performance factor 29
pool size factors 26
Troubleshooting 66
Tuning communication jobs 53
Tuning interactive jobs 44
Tuning interval 41
interactive jobs 45
server jobs 54
system 41

U

User space objects 43, 46, 47

w

Workstation pools 116
Work types 31

Page 126



	Performance Tuning the Old-Fashioned Way
	Performance Tuning the Robot AUTOTUNE Way
	How Does Robot AUTOTUNE Work?
	Jobs and Threads
	Starting Automatic Setup
	Reviewing Automatic Setup Values
	Starting Robot AUTOTUNE
	Running Robot AUTOTUNE
	Displaying the Auto Tune Menu
	Entering Performance Factors
	Accessing the Standard Pools Performance Factors
	Setting Pool Size Factors
	Pool Size Factors Calculation Table
	Batch Job Storage Guidelines
	Setting Activity Levels
	Entering Robot AUTOTUNE Performance Factors for Standard Pools
	Displaying the Subsystems that Share a Pool
	Displaying the Libraries that Robot AUTOTUNE Searches
	Accessing the Dynamic Pools Performance Factors

	Control Values
	Accessing the Control Values Menu
	Entering Control Values
	Saving Pool Performance Statistics
	Tuning Interactive Jobs
	Entering the Day/Night Environment Start Times

	Entering Server Job Tuning Values
	Accessing Automatic Setup of Performance Factors
	Operating Robot AUTOTUNE
	Starting the Monitor
	Stopping the Monitor
	Starting and Stopping Subsystems
	Resetting Subsystems to Their Original Values
	Changing Performance Factors with a Command
	Backing Up Robot AUTOTUNE
	Changing Control Values with a Command
	Recovery Site/Hot Site Restoration
	Using the Menu to Operate Robot AUTOTUNE
	Performance Refinement Guide
	Working with Robot AUTOTUNE Statistics
	Accessing the Auto Tune Reporting Menu
	Display Auto Tune Statistics Prompt (DSPATDTA)
	Displaying Status Values
	Displaying Job Summary Statistics
	Displaying Job Detail
	Printing Status Values
	Printing the Summary Report
	Printing Memory Demand Statistics
	Printing Auto Tune Performance Factors and Control Values
	Copying Statistics to a Database File
	Copying Job Details to a Database File
	Copying Job Changes to a Database File
	Accessing the Auto Tune Performance Factors - Dynamic Pools Panel
	Batch Jobs Need a Separate Pool
	How Dynamic Pools Work
	Converting Batch Subsystems to Dynamic Pools
	Changing Dynamic Pool Performance Factors

	Adding Robot AUTOTUNE Dynamic Pools
	Entering Dynamic Pools Performance Factors

	Job Queue Management
	When Should You Use a Rotation Group?
	Assigning JobQueues to aRotation Group
	Advantages of Using a Rotation Group
	Implementation Tips
	Adding a Job Queue to a Rotation Group
	Adding a Job Queue to the Dynamic Pools List

	Changing Dynamic Pools Performance Factors
	Deleting Dynamic Pools
	Accessing the Auto Tune Service Menu
	Auto Tune Service Menu Options
	Changing Auto Tune Message Options
	Getting Your iSeriesInto Tunable Condition
	Setting Up Subsystems and Pools for Maximum Performance
	Giving an Existing Subsystem Its Own Pool
	Domino, WebSphere, and WebAccess Applications
	Creating Another Batch Subsystem With Its Own Pool
	Appendix
	Index



